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In this Issue
That most basic of electronic instruments, the oscilloscope, has gone

digital in a big way. The 7988 Hewlett-Packard Test and Measurement
Catalog doesn't list a single traditional analog oscilloscope, but there are
ten different kinds of digitizing oscilloscopes. In a digitizing scope, input
signals are sampled, the samples are measured by an analog-to-digital
converter (ADC), and the resulting numbers are stored in a waveform mem-
ory. This stored data can be used to create a display of the input signal that
looks like a traditional oscilloscope display, or it can be manipulated digitally
for various purposes. There are different digitizing scopes because there

are design trade-offs. In general, if you sample faster you get more bandwidth but you can't
measure as precisely. You get the most bandwidth if you deal only with repetitive input signals.
Some digitizing scopes are designed for maximum bandwidth for repetitive inputs, some for
maximum digitizing speed, and some for maximum fidelity and dynamic range.

ln this last category are the HP 5180T/U, HP 5183T/U, and HP 5185T Precision Digitizing
Oscilloscopes, described on pages 4 to 64. These scopes are waveform recorders paired with

an analysis and display module. They rate the adjective "precision" because high{idelity, fully
specified dynamic performance is a distinguishing characteristic of the waveform recorders they're
based on. Critical to that performance is the ADC, and two ADC designs are presented in this
issue. One has a 250-megasample-per-second digitizing rate and 8-bit precision (page 39), and
the other is a 4-megasample-per-second, 12-bit unit (page 15). Other waveform recorder design
details can be found in the articles on pages 4,32, and 49, and the article on page 53 explains
the functions of the analysis and display module. Two unusual capabilities of these scopes are
adaptive sample rate (page 23) and waveform reconstruction (page 26). The former saves
waveform memory by automatically reducing the digitizing rate if the frequency content of the
input signal is below a certain threshold. The latter applies sophisticated interpolation techniques
when creating a display from the stored waveform data. While most digitizing scopes need ten
samples to make a cycle of sine wave look right, these can do it with only two and a half samples.

What gets mounted on a printed circuit board and how it's put there has changed a lot over
the years. Complexity and density have increased greatly. Manufacturing and testing are fully or
partially automated. A board designer in this environment is seriously handicapped without an

effective computer-aided design (CAD) system. Hewlett-Packard's offering in this area consists
of two software applications for HP 9000 engineering workstations. The HP Engineering Design
System (HP EDS) captures the designer's schematic diagram and simulates the operation of the

logic to verify the design functionally. The HP Printed Circuit Design System (HP PCDS) provides

tools for board layout and generates instructions for automatic manufacturing and testing equip-
ment. The two applications can exchange data in either direction and they share the same library

of standard components.
The story of HP PCDS is told by its designers on pages 65 to 86, beginning with an overview

of the product and a description of the Design Module, which interacts with the board designer
to define the board, place components on it, and generate manufacturing outputs. Algorithms for
autoplacement of components and autorouting of the traces between components are discussed
in the paper on page 68. Autorouting, considered the most critical element in a printed circuit
board CAD system, is done by the HP PCDS Autorouter Module. The third of HP PCDS' three
modules, the 85Q0-component, user-modifiable Library Module, is described on page 82. Quality
assurance issues faced by the design team are covered in the article on page 84. Two special
needs of HP PCDS and similar CAD systems were addressed by developing related software.
First, because the productivity gains that a CAD system delivers can be greatly diminished by
the extra management etfort required to keep track of data and coordinate large project teams,
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the Design System Manager was developed (see page 71). HP PCDS runs in the Design System
Manager environment along with similar CAD applications. The Design System Manager provides
application integration (page 80), network support, file security, and control of multiple versions
of files. Second, because a CAD system has to send output to a wider-than-usual variety of
devices, a special spooler was developed. The spooler is the subject of the paper on page 77.

Eleven years ago, HP produced its f irst sil icon-on-sapphire (SOS) integrated circuit, a 16-bit
microprocessor chip. SOS offered a combination of low power consumption, high speed, high
circuit density, and static operation that was unmatched by any other lC technology. The hope
was that the system-level advantages of SOS would offset its relatively high cost. Today, SOS
is considered too costly for most commercial uses, although it is sti l l  used in some applications;
for example, it 's used in satell i tes because of its radiation hardness. On the other hand, the basic
idea of building sil icon integrated circuits on insulating substrates is alive and well. New sil icon-on-
insulator (SOl) technologies are being developed using calcium fluoride or sil icon dioxide instead
of sapphire (which is a form of aluminum oxide). Sil icon dioxide is especially attractive because
it 's a common integrated circuit element and doesn't require special processing equipment. In
the paper on page 87 we get an introduction to SOI technology and its advantages and learn
about the SOI research being done at HP Laboratories.

-R. P. Dolan

Cover
The ADC hybrid microcircuit of the HP 5185A Waveform Recorder is pictured in front of a

display from a thermal modeling program that was used to predict the heat transfer characteristics
of the ADC hybrid and other microcircuits.

What's Ahead

Scheduled for the April issue are design papers on mill imeter-wave components and the HP
87704 Arbitrary Waveform Synthesizer. There will also be three papers from the 1987 HP Software
Engineering Productivity Conference describing a virtual user software testing tool, a system for
controll ing and measuring the load on the kernel of the HP-UX operating system, and process
measures to improve R&D scheduling accuracy. Another paper discusses how to adapt the
various logon mechanisms of AT&T's UNIX@ operating system to the manufacturing environment.

to ed I  ng Let lers should be addressed to: Editor,  HewletfPackard Journal,  3200 Hi l lv iew Avenue, Palo Atto. CA 94304. U.S.A
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Precision Digital Oscilloscopes and
Waveform Recorders
This precision instrument family consisls of five digitizing
osci//oscopes based onthreewaveform recorders and an
analysis, display, and llO section.

by James L. Sorden

OR MANY APPLICATIONS, the functions of an os-
cilloscope, voltmeter, counter, power meter, and
spectrum analyzer can be provided by a single mea-

surement instrument: the precision digitizing oscilloscope.

In addition to measurements on repetitive signals (the gen-

erally assumed condition with conventional measurement

instrumentation), the precision digitizing oscilloscope can

make measurements on transient or single-shot signals, sig-

nals often impractical to analyze with conventional mea-

surement tools.
To be able to function as all of the instruments men-

tioned, the precision digitizing oscilloscope must meet two

conditions. First, the fundamental measurement device
(transducer or analog-to-digital converter) must have a high

degree of accuracy, fidelity, and dynamic range. Second,

the analysis and input/output functions must be quick,

comprehensive, and correct.
The HP 5180T/U, HP5183T/U and HP 51.85T Precision

Digitizing Oscilloscopes combine analysis functions with
excellent measurement fidelity to characterize single-shot
or repetitive signals, either simple waveshapes or complex

modulated analog signals. These instruments have two
major subsections: (a) the waveform recorder with either
two or four channels of data acquisition, and (b) the

analysis, display, and I/O section. The HP 5180T/LI (Fig.

1l uses the 20-MHz HP 5180A Waveform Recorder,l which

has a 1O-bit ADC (analog-to-digital converter) and a 16K-

word memory. The HP 5183T/U (Fig. 2) uses the HP 5183A
Waveform Recorder, which has dual independent 4-MHz,
12-bit ADCS and 64K words of memory (256K optional).

The T versions are two-channel instruments and the U
versions are four-channel instruments that use two of the
two-channel waveform recorders. The HP 5185T (Fig. 3)

uses the HP 51854 Waveform Recorder, which has dual
independent 2S}-MH^ B-bit ADCs.

The measurement strengths of these instruments,

Fig. 1. fhe HP 5180T Precision
Di g iti zi ng Osci I loscope consists of
an HP 5180AWaveform Recorder
and an analysis, display, and llO
section. The HP 51804 provides
20-MHz, 1)-bit analog-to-digital
conversion.
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coupled with their built-in processing and analysis capabil-
ities, make them well-suited for measurement systems in
ATE, production, and R&D environments.In the laboratory,
the digit izing osci l locope is a stand-alone, interactive in-
strument. For many ATE and production systems, on the
other hand, the waveform recorder can be used without an
analysis, display, and I/O section to minimize rack space
and eliminate front-panel clutter and confusion.

This article gives an overview of the design of the Hp
51834 Waveform Recorder. The analysis, display, and I/O
section that transforms the waveform recorder into digitiz-
ing osci l loscopes is described in the art icle on page 53.
The waveform reconstruction techniques that maximize
the effective bandwidths of the HP oscilloscopes are dis-
cussed in the paper on page 26. The design of the Hp bIBSA
Waveform Recorder is the subject of the papers on pages
32.  39 .  and 49 .

HP 5183A Waveform Recorder
The HP 51834 is a lower-cost waveform recorder. Its

data acquisition, analog-to-digital conversion, and analysis
techniques make many contributions to the state of the art,
including adaptive sample rate, dropout trigger, and other
concepts. These are detailed in the box on page 12 and the
papers on pages 15 and 23.

The block diagram of the HP S1B3A Waveform Recorder
is typical for waveform recorders. Elements common to
most recorders are:
r Input signal conditioning, including multiple sensitivity

ranges and high impedance
I High-speed transducer (analog-to-digital converter)
I High-speed memory system capable of following the

ADC output and later replaying data into a digital I/O

system
r Internal and external triggering to define measurement

t ime endpoints
r Time base and osci l lator system to control the ADC
! Digital system controller
r Digital HP-IB.

Shown in Fig. 4 is the signal f low functional block dia-
gram for the HP 51834 recorder.
Input Amplifier System. The input amplifiers consist of a
pair of 1-MO ful ly condit ioned and programmable dif feren-
t ial  input ampli f iers with switchable anti-al iasing f i l ters.
This high-impedance signal buffering makes it possible to
monitor the user's system without disturbing i ts normal
operation. Since this signal buffering system is built into
the instrument, it is fully specified (this is not the case if
external buffering is required). The switchable low-pass
anti-aliasing filters prevent undesired aliasing of high-fre-
quency signals and noise into the bandwidth of the re-
corded signal.
Analog-to-Digital Converter System. Each of the Hp
5183,{ 's two channels has i ts own independent 12-bit  ADC
with dc-to-4-MHz sample-and-hold signal conditioning.
The maximum sample rate is 4 MHz. The two-pass con-
verter uses an B-bit flash ADC with a resultant 4-bit overlap
(see art icle, page 15). From a system designer,s point of
view, a digitizer is most useful if it can be clocked at arbi-
trary rates and/or with nonuniform encode sequences. The
HP 51834 ADC can be clocked at any rate from less than
1Hz to  4  MHz.

Precision Digital Trigger
The second most difficult technical challenge in any

waveform recorder design (after providing a high-fidelity

Fig. 2. The HP 5183T Precision
D i g itizi n g Osci I loscope conslsts ol
an HP SlB3AWaveform Becorder
and an analysis, display, and llO
secllon. The HP 51834 is a low-
cost recorder that provides 4-MHz,
1 2-b it an al og -to- d i g ital co nv e rsi on.
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ADC) is to provide an accurate and reliable trigger system.

All of the products in this family use digital triggering.

Since the ADC is fully specified and tested, so is the trigger

circuitry. The exact signal digitized by the ADC is seen by

the precision digital trigger. There can be no drift or other

inaccuracies relative to the digitized data' The trigger level

control and the trigger hysteresis control are fully adjust-

able.This ensures optimum triggering for each application.

Dropout Trigger. A triggering technique that allows trigger-

ing in the absence of a signal has been implemented in the

HP 5183 and HP 5185 systems. This feature allows trigger-

ing on and recording signal sag or total signal loss on signals

that have a normally constant peak amplitude (Fig. 5).

When the preset trigger amplitude conditions are not met

for an interval set by the dropout delay timer, the trigger

command occurs. The dropout trigger circuit consists of

conventional trigger detection circuitry plus a special

timer. The timer is reset with the trigger detection circuitry.

If the timer circuit does not reset in the time specified by

the user, then the trigger has not occurred during that time,

and a dropout trigger signal is sent to the memory, activat-

ing the normal memory stop circuitry. Some examples of

dropout trigger applications include:
r Ignition systems. Determine the cause of cylinder misfir-

ings and record the time and waveshape of the signal
pattern around the misfire.

I Communication systems. Determine the cause and

characteristics of carrier loss or distortion.
r Power distribution system monitoring. Two classic

anomalies on a power distribution system are brownouts

or line sag, an application for dropout trigger (Fig. 5),

and high-voltage spikes, an application for bi-trigger

mode (Fig. 6).

r Oscillators. When an oscillator squegs, a measurement
can be made to determine the time and shape of the

anomaly.
r Magnetic media testing. Digital tape or flexible disc sys-

terns can be precisely analyzed to see the exact magnetic
position of data lost.

High-Frequency Trigger. A class of transients that conven-
tional trigger circuits do not handle well is high-frequency
noise transients that do not exceed the nominal peak-to-
peak voltage level of the signal. An example of this class
of noise transients is high-frequency transients on a power

line system, often generated by switching spikes from in-

ductive loads. With the adaptive sample rate system, HP
5183 Option 301, the included high-frequency digital filter

can be used to detect these transients. Relatively low-

energy, high-frequency transients can be detected in the
presence of a much larger low-frequency signal. The de-
tected signal is used to fire the trigger system and initiate
recording of the transient (Fig. 7).

Time Base System
The time base system has the primary function of provid-

ing flexibility in the ADC sampling rate, permitting longer

time records at slower sampling rates (assuming one oper-

ates within the Nyquist sampling criterion). The HP 5183
system can switch between its main rate and a second, or

delayed, rate. This feature is most often used to conserve

memory or increase measurement time when the operator
has prior knowledge of the signal bandwidth. Either time

base can set to any period from 250 ns to 4 seconds in

250-ns increments. In addition, two new functions, burst
time base and adaptive sample rate, are available in the

time base.

Fig. 3. fhe HP 5185T Precision
Di giti zi n g Osci I loscope conslsts ol
an HP SlBSAWaveform Recorder
and an analysis, display, and llO
section. The HP 5185A provides
250-MHz, 8-bit analog-to'digital
conversion.
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Burst Time Base. The burst time base mode allows the
operator to record a selectable number of data samples
automatically after a trigger event. The number of samples
can be any integer from one to the total memory length.
After a rearm delay of two sample points, the Hp S1B3A
is ready to record the next burst immediately. This is an
extremely efficient technique for recording hundreds or
thousands of data bursts in a single record. No data is
recorded between bursts (Fig. B).

The circuit consists of a counter in the time base system.
It is set for a specified number of sample points, then is
rearmed and waits for the trigger event. A typical applica-
tion is to analyze peak pulse amplitudes of a series of
waveforms. Examples include radar return pulse analysis,
Otto cycle engine instantaneous power peak analysis, and
digital magnetic media error testing.
Adaptive Sample Rate. Adaptive sample rate (Option 301)
automatically slows down the time base when higher sam-
pling rates are not required, preserving all timing informa-
tion and signal shape. Details of the signal processing are
covered in the article on page 23. Adaptive sample rate
effectively increases memory up to 60 times or up to 30
million samples.
Reference Oscillator. The 4-MHz crystal oscillator is an
extremely critical time base subsystem. It must always
maintain sufficient purity to ensure the fidelity of the ADC.
For example, with a 1-MHz input signal and 12 bits of ADC
resolution, yzbit oI noise distortion will be induced by 39
picoseconds of jitter (Fig. 9). For this reason, the oscillator
consists of an extremely quiet voltage-controlled oscillator
in a sophisticated phase-locked loop with a 4-M'Hz crystal
reference. The VCO can be locked to a 1-MHz. 4-MHz. or
10-MHz external high-stability oscillator or to the Option

Offset
Adiust

F.g, 4. HP 5183A Waveform Becorder simplified signal flow block diagram.

010 internal oven oscillator to provide the stability needed
for mathematically comparing waveform data taken at sig-
nificantly different times or different temperatures.2

Memory System
The typical waveform recorder memory system consists

of static read/write memory ISRAM] IC chips controlled
by a counter and an address register. Although this is a
satisfactory scheme, SRAM is more expensive, takes more
power, and is less dense (fewer bits per IC) than dynamic
read/write memory (DRAM). In a computer architecture,

Fig. 5. Dropout trigger is a new feature that can capture
brownouts or unexpected load increases.
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Fig.6. Bilrigger can be used to capture an unexpected load
decrease or high-voltage spikes.

where the necessary cycle stealing control circuits for mem-
ory refresh (mandatory for preserving memory) are rela-
tively straightforward, DRAM is much less expensive.

In waveform recorders, access to the memory must be
assured whenever a sample point is taken. The HP 5183A
data rate can vary from nanoseconds to seconds per sample
point. The memory must start and stop as demanded by
the user (a function of memory size and trigger time). In
addition, the adaptive sample rate system may ask the
memory system to decimate 63 out of every 64 sample
points taken. Although a complex digital control problem,
we chose a DRAM system for its advantage of greater mem-
ory size at far lower cost.

The HP 5183A memory system provides input syn-
chronization, first in, first out (FIFO) buffering, shift regis-
ter buffering (for delay of ADC data), and output synchroni-
zation with a minimum amount of hardware (Fig. 10, page
14). Among the design contributions in the memory system is
a unified hardware implementation for a combination FIFO
buffer and a programmable shift register having synchro-
nous input and output capabilities. The design is not sub-
ject to enors caused by metastable states of the input and
output flip-flops.
Clock Generator, The memory generates an internal clock
of approximately 4.6 MHz. This frequency is used so that
the instantaneous data rate of the memory is slightly higher
than the 4-MHz maximum sample rate. This 0.6-MHz mar-
gin allows for refresh overhead (cycle stealing). The front
end of the memory runs on the phase 2 clock and the rest
runs on phase 1.
Data Synchronizer. Data from the ADCs (two 12-bit ADC
data channels) is clocked alternately into 24-bit registers.
The data is clocked in by the data clock coming from the
ADC, and clocked out by the phase 2 clock. When a word
is being read into one register, the previous word is being
clocked out of the other register. This guarantees that the
data will not be changing as it is read out, regardless of
the relative timing of the data clock and the incoherent
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phase 2 clock. An input flip-flop controls which of the
registers accepts ADC input data and an output flip-flop
controls which register outputs the data. The two flip-flops
are connected through a synchronizing flip-flop which pro-
vides the transition between the two different clocks in the
system. An exclusive-OR gate generates the output signal
to indicate whether data is available from the data syn-
chronizer during the current 4.6-MHz clock period. The
adaptive sample rate speed and data valid signals are pro-
cessed through similar synchronizers.
Master FIFO. The master FIFO stores the adaptive sample
rate speed bit and control data while the DRAM memory
is refreshing and then releases it as the DRAM is able to
accept it. The buffer consists of static RAM. It is written
to on the phase 2 clock and read out on the phase 1 clock.
Four address bits are required. Multiplexers switch the
data and address between read and write. The addresses
are generated by two four-bit counters. The write counter
increments whenever new data comes in and the read
counter increments whenever data is read out by the
DRAM. Hence, the read counter is constantly chasing the
write counter. During refresh periods, the write counter
continues to advance and store, while the read counter is
held. When no new data is coming in, the write counter
stands still while the read counter catches up. A comparator
looks at the two addresses and generates an empty signal
if they are equal. This instructs the DRAM not to try to
take any more data. The FIFO has a capacity of tS words.
A maximum of g words are used during DRAM refresh
delay.

The data control signal coming out of the FIFO is routed
to a qualifier to determine whether the ADC data should
be stored. This allows the adaptive sample rate system to
discard redundant data. This happens downstream from
the FIFO so as not to upset the counters. Hence, data will
be written to the DRAMs unless the adaptive sample rate
system says no, the FIFO is empty, or the DRAMs are in a
refresh cycle. The adaptive sample rate speed bit is sent

Fig.7. High-frequency trigger can capture highirequency
transients that do not exceed the nominal peak-to-peak volt-
age of the signal.



directly to the DRAM array as a data bit.
ADC data passes through the slave FIFO. This FIFO is

similar to the master except that it has ten-bit address
counters and a 24x 1024-bit static RAM array. It is iden-
tified as a slave circuit because the count enable signals
from the master control its address counters. The read
counter is preset to either 2 or 548 before making a measure-
ment. This offset is maintained indefinitely, resulting in a
2-word or 548-word delay pipeline in the data path. This
circuit can be thought of as a programmable shift register
of length 2 or 548. The delay of 2 compensates for trigger
system detection delays. The 548-word delay is invoked
during adaptive sample rate operation to compensate for
the delaying effects of the adaptive sample rate low-pass
and smoothing filters.
DRAM Array. After the incoming data is synchronized,
buffered, and pipelined, it is routed to the memory, which
consists of 0+K or 256K 25-bit words of DRAM. The 25
bits are needed for the two 12-bit ADC data channels plus
the adaptive sample rate speed bit. Memory refresh is done
on one row every 10 microseconds.
DRAM Address Circuitry. The addresses for the DRAMs
are generated by an 18-bit data address counter and an
B-bit refresh counter. A multiplexer selects between the
refresh address and the data address. In a repeating cycle,
the refresh address is strobed in. The row address is then
latched and a series of column addresses is sent. This is
the page mode of DRAM operation.
Read Registers. The data played back from the DRAMs is
read out one byte at a time to the data bus. The DRAM
control circuit generates a sequencing signal to clock new
data from the DRAM into the read registers after the previ-
ous byte has been accepted.
DRAM Control Circuit. The DRAM control circuit is a 48-
state repeating sequence circuit driven by the 4.6-MHz
clock. Two periods are devoted to refresh, and two periods
are devoted to latching the row address. The other 44
periods are available for writing or reading data. An eight-
bit counter is hardwired to divide bv 48. A decoder circuit

Fig. 8. Eurst time base mode is
used to record a selectable num-
ber of samples after a trigger and
then stop, rearm, and begin re-
cording again after another trig-
ger. Memory is conserved because
no samples are recorded during
unintercsting periods between
bursts. Recorded signal (top) for
input signal (bottom)

switches the address multiplexer at the appropriate time
and enables the DRAM RAS and CAS appropriately.

Other Design Features
The HP-IB system is a conventional state machine design.

The high-current t5V power supplies are secondary
switching regulator designs.

The mechanical package design contains a conventional
card cage but the cage is constructed as a monocoque
welded aluminum frame. This design yields extremely stiff
and strong but lightweight packaging. The thermal and
acoustic management considerations dictated the use of
three low-noise cooling fans for maximum reliability and
low noise. Front-panel keys and annunciators are slaved
to the display, I/O, and analysis module in the HP 5183T/U
or to a remote computer when the HP 5183A recorder is
used.
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Waveform Recorder Software Design

The HP 5183A Waveform Recorder is tailored to the measure-
ment requirements of a computer-controlled general-purpose
wavelorm recorder and integrated with measurement application
specific software. The HP 51834 consists of the precision
waveform recorder hardware described in the accompanying
article and measurement control software optimized for high mea-
surement throughput.

While the HP 5183A Waveform Recorder and the HP 51837
Precision Digit izing Osci l loscope (an HP 5183A with a display
module) are directed toward different applications, migration
paths from one application to the other do exist. An example of
moving from an HP 5183T to an HP 5183A is the development
of a measurement procedure by a design engineer through in-
teractive use and testing on the lab bench. When the procedure
is implemented on an automated production line, the final al-
gori thm can be implemented with a recorder. The HP 51834
offers faster performance and lower cost than the HP 5183T in
the dedicated test system. Alternatively, measurements taken on
remote recorders can be sent to a central HP 5.183T to be pro-
cessed using i ts powerful analysis capabil i t ies. The HP 5183A
would function as a lower-cost precision transducer, and the HP
5183T would be the central data reduction orocessor.

Software Architecture
The HP 51834 Waveform Recorder software is a library of

procedures that allow the user to program the setup of the
waveform recorder and control measurement cycles in the re-
corder. This software is typically used as procedures loaded with
the user's software. Users can develop their own custom mea-
surement systems and use the services provided by the HP
5183A software. Additional demonstration orocedures allow the
HP 5183A and i ts computer to function as a digit izing osci l lo-
scooe.

The primary contribution of the software is to provide an inter-
face between easy{o-program high-level software and the dif-
ficult-to-program control register set that makes up the hardware.
The software hides all the detailed information required to pro-
gram the instruments; the user is presented with a standard
procedure-oriented interface. This procedure library is provided
in the BASIC language for HP 9000 Series 200/300 Technical
Comouters.
Architecture. The HP 5.183A software is implemented as a set
of standard procedures that are directly executed when called.
Support oJ interrupts and multiprocess concurrency on the host
comouter are independent of the use of these libraries. These
features can be implemented by the user in custom software.
Interfaces. Parameters passed to library procedures describe
the operations to be performed by the library. The parameters
are numeric or ordinal types that correspond to the physical
parameters of the system where possible. More complex record
type data structures supported in some languages are not used
as parameter types. Advantages of this interface are that the
same design can be ported to other languages or systems with
minimum revision. l t  also al lows users to program lhe instrument
with the same numeric parameters they use to analyze data,
rather than the ASCII str ing command embedding required by
most programmable instruments.

To maxrmize usability, the interfaces are designed to be similar
to other HP instrument controller software systems. In particularl
the interfaces are similar to those used in the earlier-oeneration

HP 51800 Waveform Recorder Software and will be compatible
with future waveform recorders and products. Since the software
insulates the user from any machine specif ic interactions with
the recorder, i t  wi l l  be source code compatible with other
waveform recorder oroducts.
Feature Set Extension. The software supports all hardware ca-
pabil i t ies of the HP 5183A. Analysis or enhanced display capa-
bilities can be added easily using third-party software.
Software Data Structures. The HP 51 B3A software can be mod-
eled as two fundamental data structures. One data structure
contains the current recorder state in the form of control codes
written to the recorder when it is programmed. This low-level or
bit-level description of the instrument setup is a software image
of the recorder control registers. This type of data structure con-
trlbutes to the high measurement throughput.

The second fundamental data structure prevents complex in-
teractions between parameters f rom introducing any calling order
dependence on the subprograms. This slructure remembers the
parameters that are interactive, so the final instrument state can
be made independent of the l ibrary subprogram cal l ing order.
Recorder State, The recorder state completely describes the
state of the waveform recorder. lt contains additlonal information
required by the software, including instrument number, HP-IB
select code, and bus address for multiple-instrument systems.
This data structure is treated as a read-write variable. lt is cooied
or rewritten if recorder setup information is internally saved or
recal led to a f i le or to disc,

A library procedure is provided so the user can easily deter-
mine the current state of any HP 5183A in a system. This proce-
dure formats the state information and displays it on the controller
display.

For each recorder in a multiple-recorder system, the software
instantiates a copy of the two data structures. All references to
the particular instrument being programmed for setup or mea-
surement are made by setup number. In this way, the number
of recorders in the system is dynamic, and each recorder is
separately controllable.

Software Operations
In controlling the waveform recorder, the software performs

certain operations on its data structures. These operations in-
clude: setup, translate, measurement, ini t ial ize, cal ibrate, and
verify.
Sefup Input Parameters. These operations take user-entered
values for recorder setup, enter them into the appropriate data
structures, and update the hardware to reflect the new setup
state. These operations are implemented as procedures called
by the user software; value parameters describe the new setup
state. This layer of software can be modeled as a shellthat hides
the complex hardware register programming taskfrom the user.

The setup layer is implemented as BASIC subprograms; pa-
rameters to the subprograms define the hardware capabilities
controlled by the software. Some checking of the input parame-
ters is performed. Invalid parameters are logged as errors by
the called subprogram. Error conditions cause the subprogram
to exit without modifying the setup state. Consistency checks,
which generate warnings when a parameter is limited or adjusted
to the nearest allowed hardware value, are deferred to a separate
subprogram. This approach, as opposed to having each subpro-
gram issue warnings, avoids having the same warning issued
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more than once and avoids issuing a warning that is not warranted
by the f inal instrument state. Once the user has made al l  the
changes to a setup, subprogram Bs3chectLsetup can be called
to do a consistency check.

An example of a setup procedure implemented in BASIC is:

SUB BS3seLinput (INTEGER Setup, Channel, BEAL Range, Offset,

Setup
Channel
Bange
Offset
Coupling
Config
Filter

OPTIONAL INTEGER Coupling, Contig, Filted

1 to32 indextodatatablestorthisinstrument
'l lo2

0.1 to50 vol tsselect in 1-2-5sequence
!2x nnge entered in volts

0,1 dc-coupled/ac-coupled
1,2,3 single-ended/differential/disconnected
0,1 fillerouvin

Measurement. These procedures initiate and control a measure-
ment cycle in the waveform recorder, usjng the instrument setup
previously entered. At the completion of these procedures, the
sample data f rom the waveform recorder has been read into the
computer memory and is ready for processing by the user soft-
ware. An example of a measurement cycle using the BASIC
software is as follows:

SUB BS3start-meas (Setup)
REPEAT
Temp : BS3meas_done (Setup)
UNTIL Temo
BS3transfer_rec (Setup, Channel, Buffer, Heade(-))

Setup index to instrument being controlled
Channel channeltobetransferred
Buffer l/Opath nameto predefined databutfers
Heade(t) pointerto an array to hold the waveform header

information required to scale the data

Software is supplied in source code format for BASIC. The BASIC
system consists of about 3000 noncommented source state-
ments.

Performance Results
In many applications the abi l i ty to acquire many waveforms

rapidly translates direct ly into reduced production test overhead.
The measurement throughput numbers shown in the fol lowing
table are typical characterist ics and can vary depending on pa-
rameters such as sample rate, t ime spent wait ing for a tr igger, etc.

Controller

Measurements per Second

HP HPgOOO
Vectra' Model lvlodel lvlodel Model Model

236U 310 320 330 350

1024-Point  Blocks
withDataTrans- I  16 13 20 ZZ 27
fer to Control ler

Auto Advance:
lo24-PointBlocks 29 40 31 55 60 70
Stored in Internal
lvlemory
tRequires the HP 82300A BASIC Language Processor Card.

Other Systems
A goal of the HP 51834 project was to provide a path for

porting the software into other systems. The use of a structured

software design and the implementation in a high-level language
were key strategies in this process. Also, the use of HP language
extensions to BASIC was minimized.
MS-DOS Systems. Many instrument control and automated test
systems are being developed in the MS" -DOS operating system
lor use on personal computers, such as the HP Vectra PC or the
IBM PC Using the HP 823004 HP BASIC coprocessor card, Hp
BASIC 5.0 runs direct ly in the PC, The HP 5183A software can
then be run under BASIC 5.0. Al l  the functional i ty of the HP 5183A
software can be exercised. This includes instrument addressing
and control over the HP-lB, waveform display to the CRT, and
the creation of waveform data files on disc. Users can combine
the waveform recorder control software and the suoerior HP-lB
l/O processing and fast development time of HP BASIC with the
industry standard MS-DOS data processing and spreadsheet
packages to develop their own optimum measurement systems
and to leverage exlsting investments in HP-lB and MS-DOS sys-
IEMS.

HP-IDVUNIX Systems. HP BASIC 5.0 allows direct file transfers
from BASIC to HP-UX or UNIX@ operating system environments.
Using these systems, data files from the waveform recorder taken
with the HP 5'183A software library can be passed directly into
HP-UX. The ful l  range of UNIX data manipulat ion and communi-
cations capabilitres can then be used to process the data. For
example, under the BASIC operating system, data from the
waveform recorder can be saved in a disc file. From the HP-UX
operating system, the file can then be processed by any of the
standard UNIX utilities, such as sort, awk, or grep.

l\rS-DOS is a trademark of lvlicrosoft Corp.
UNIX is a registered trademark of AT&T in the U.S.A. and other countries.

John Ketchum
Project Leader

Santa Clara Division
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Signal Conditioning and Analog-to-Digital
Conversion for a 4-MHz, 12-Bit Waveform

by Albert Gee and Ronald W. Young

HE ANALOG-TO-DIGITAL converter (ADC) in the
HP 5183A Waveform Recorder samples at a rate of
four million samples per second and provides 12

bits of amplitude resolution. The 4-MHz sample rate ex-
ceeds the minimum Z-MHz rate (Nyquist rate) needed for
adequate characterization of input signals with 1,-MHz
bandwidth. With 12 bits of amplitude data, the ideal signal-
to-quantization-noise ratio is Ze dB and the resolution is
+0.05% for full-scale input signals.

Key features of the analog circuitry include the design
of a modern discrete operational amplifier, a discrete sam-
ple-and-hold circuit, series-parallel ADC topology with
pipelined ADC timing, a low-noise oscillator, and pseudo-
random noise to improve the ADC's linearity. The perfor-
mance of the input amplifier and ADC systems has been
thoroughly evaluated and characterized with both static
and dynamic input signals. The static characterization in-
volves measuring the transfer function (with a tracking
loop measurement) to determine the linearity. The dynamic
performance is analyzed using the DFT (discrete Fourier
transform), curve fit, and histogram tests.l

Digital signal processing techniques can be used on the
raw digital data to increase the signal-to-noise performance;

these techniques include averaging multiple measurements
and oversampling (with respect to input signal bandwidth)
followed by digital filtering. These issues are discussed in
detail later in this paper.

Input Amplifier
Two identical attenuators, one for each input. handle

the input configuration and coarse ranging while present-
ing 1-MO input impedance to the signal sources (see Fig.
1). In each channel, input clamp circuitry is followed by
two high-impedance buffers that convert the differential
signal to a low-impedance system. This signal is then con-
verted to a single-ended signal. Two switchable gain stages
in cascade implement the 1-2-5 variable-gain sequence,
producing a -r1V-full-scale signal which goes to a switch-
able 1-MHz anti-aliasing filter and then to the output buffer,
which incorporates a +2OOo/o offset control. The control
interface circuitry allows input configuration and offset
calibration from the HP-IB through the internal register bus.

The input configuration has four possible states: ac-
coupled, dc-coupled, ground, and reference. In the ground
and reference states, the input BNC is decoupled from the
attenuator and left floating. The ground state connects the

Recorder

Fig. 1. HP 5183A Waveform Re-
cordet input attenuator.
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local ground to the input of the attenuator. The reference
state connects a precision reference voltage to the input of
the attenuator. The voltage reference is selectable from
+100 mV to i10V in a 1-2-5 sequence, plus 0V.

The attenuator provides coarse ranging as a selection of
one of three decade attenuators: +1, +10, and +100. The
selected range is terminated with a 1-MO resistor. ths +10
and + 100 attenuators have pole-zero compensation for par-
asitic capacitance. They also have an adjustment to match
the input capacitance with the +1 attenuator. The nominal
input impedance is 45 pF in parallel with 1 MO.

The clamp circuitry protects the FET in the high-imped-
ance buffer from overvoltage. A large series resistor in front
of the clamps limits the current in the clamp diodes for
Iow-frequency overvoltages. For high-frequency overvolt-
ages the resistor is bypassed with a capacitor to speed up
the response of the clamp diodes. Two pairs of series diodes
form the positive and negative clamps. The series diodes
maintain the low-leakage characteristic of the circuit after
repeated high-frequency clamping. The clamps limit the
FET gate voltage to approximately t6.5V.

The high-impedance buffer is a discrete FET-input op
amp in unity-gain configuration. The discrete op amp is
used throughout the input amplifier design. A detailed
description is given later.

Up to this point in the system, there are two identical
sets of circuitry, one for each differential input. The two
signal paths are matched and have identical circuit layouts.
Another discrete op amp, with similar topology, performs
the differential-to-single-ended conversion. An active cur-
rent source is used to bias the gain stage instead of a resistor.
This increases the common mode rejection of the amplifier.

Each switchable gain stage is a discrete op amp in nonin-
verting gain configuration. The first stage switches between
x5 and x1. The second stage switches between x2 and
x 1. This allows the implementation of a 1-2-5-10 gain
sequence. The partitioning of the gain is optimized for
overall noise performance.

The anti-aliasing filter is a 1-MHz low-pass filter de-
signed for overall frequency response of - 3 dB at 1 MHz
and below - 60 dB at 3 MHz. It is a 1O-pole matched-imped-
ance elliptical filter, Gaussian to - 6 dB. The filter can be
bypassed by selecting the alternative signal path, which
matches the insertion loss of the filter.

The output stage is another discrete op amp nominally
in a noninverting gain-of-two configuration. The gain and
offset adjustments occur at this stage. The offset control
voltage is introduced at the summing node. The nominal
output is t1V with t2V offset.

Discrete Operational Amplif ier
Much of the performance of the input amplifier is depen-

dent upon the performance of the discrete FET-input op
amp (Fig. 2). The discrete op amp is designed to rely more
on circuit linearity than feedback to achieve its distortion
performance and bandwidth. The open-loop gain is approx-
imately 50 dB, compared to over 100 dB for a typical com-
mercial op amp. The FET input stage provides for low
input bias current and the output stage can drive 50O to
2V peak-to-peak at 1 MHz with low distortion.

The frequency compensation is symmetric, with one
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Fig.2. Discrete FET-input operatronal amplifier used in the
input amplifier.

capacitor from the base to the collector of each pnp transis-
tor in the emitter-coupled pair in the gain stage. The
capacitor connected to the low-impedance side of the active
load introduces a nearly coincident pole-zero pair at low
frequencies. The capacitor connected to the high-imped-
ance side of the active load introduces the dominant pole
for the open-loop frequency response.

The discrete op amps are optimized for 1-MHz distortion
performance. The input bias current, which is determined
by the FET, is less than 100 pA at 25'C. The input offset
voltage is typically less than 10 mV and has a temperature
coefficient of 50 pVl'C. In a unity-gain configuration, the
bandwidth is 40 MHz. The corresponding harmonic distor-
tion is less than - 75 dBc for a 10-dBm sinusoid input at
0.95 MHz. The slew rate is 400V/&1. ]he output noise in
unity-gain configuration is B nV/ \/Hz at 500 kHz. The op
amp dissipates 800 mW in its quiescent state with no load.

Analog-to-Dig ital Converter
Fig. 3 shows the simplified block diagram of the series-

parallel ADC. The components of this subranging ADC in-
clude two sample-and-hold circuits, an analog multiplexer,
an B-bit A-to-D converter, a 12-bit D-to-A converter, and
an error amplifier. The intermediate results of two B-bit
A-to-D conversions are combined to form the final high-res-
olution 12-bit result.

Sample-and-hold circuit #1 acquires and holds a sample
of the input signal. This sample is routed via path A to the
A-to-D converter, where a first-pass conversion produces
a digital approximation to the analog signal. The precision

D-to-A converter converts the digital approximation to an

-v-v



Analog
Input

analog signal, which is subtracted from the sample-and-
hold output signal, This analog error signal is amplified
and routed via path B to the A-to-D converter, where a
second-pass conversion produces the digital error. The sec-
ond-pass digital euor is scaled to compensate for the error
amplifier gain and is added to the first-pass approximation
to generate the high-resolution, 12-bit representation of the
analog input signal (Fig.  ).

An error analysis of this system shows that only the
D-to-A converter and the sample-and-hold circuit need to
have 12-bit accuracy. The rest of the system components
need only have an accuracy consistent with the 8-bit A-to-D
converter. A benefit of this converter, unlike successive
approximation ADCs, is that errors in one pass can be cor-
rected by subsequent passes if there are overlapping bits
between the passes. This ADC has a speed advantage be-
cause the D-to-A converter needs to settle only once versus
twelve times for a successive approximation ADC.
Pipelined Architecture. Even with its speed advantage, the
series-parallel topology is not sufficient to achieve the de-
sired 4-MHz sampling rate with the chosen components.
The most time-consuming portion of the conversion cycle
is waiting for the D-to-A converter and error signal to settle.
The 4-MHz sampling rate is attained by pipelining the sys-
tem. The main idea of pipelining is that a repetitive sequen-
tial process can be converted to a higher-frequency process
by inserting an appropriate delay element so that opera-
tions can be performed concurrently. In this case, pipelin-
ing is implemented by using a second sample-and-hold
circuit as the delay element, as shown in Fig. 3. The second
sample-and-hold circuit makes both the current analog
sample and the next analog sample available concurrently.
While the error signal for the current sample is settling, a
first-pass conversion of the next sample is done.

Fig. 5 gives a detailed example of unpipelined versus
pipelined timing of the ADC. In the unpipelined case, the
sequence of events is: acquire the signal, perform the first-
pass conversion, wait for the enor to settle, and then per-
form the second-pass conversion. In the pipelined case,
there are two parallel paths. For the first path, the sequence
of events is: acquire the current signal and then perform
the first-pass conversion of the current sample. For the
second path, the sequence is: acquire the previous signal
and then perform the second-pass conversion of the previ-
ous sample. For the example given, the sampling rate in-
creases from 2.5 MHz for the unpipelined case to 4 MHz
for the pipelined case.

An additional benefit of pipelining is that the stepwise
outputs of the second sample-and-hold circuit and the D-to-

Digital Section

Pseudorandom
Noise

Fig. 3. Block diagram of the 4-
MHz, 12-bit analoglo-digital con-
verter in the HP 5183A.

A converter can be timed to change simultaneously. Thus
the error amplifier is not overdriven and exhibits only a
very short switching transient.
Pseudorandom Noise. Since the D-to-A converter deter-
mines the overall system accuracy, a 12-bit converter is
used. The eight most-significant bits are used for the first-
pass digital approximation. The four least-significant bits
are used to add pseudorandom noise to dither the analog
enor signal as shown in Fig. 3.

The purpose of pseudorandom noise is to randomize the
quantization error associated with each ADC code. For in-
stance, referring to Fig. 6, assume that the error function
of the ADC transfer function is represented by the first
graph and that the pseudorandom noise probability density
is represented by the second graph. If the pseudorandom
noise is independent of the input signal, then the resulting
averaged error function is given by the convolution of the
two graphs. The net effect, as shown in the third graph, is
to improve the average linearity of the ADC. Since the
digitally added noise is known exactly, the same noise can
be subtracted out of the digital result. Therefore,
pseudorandom noise has all the benefits of analog dither
plus the important advantage of not contributing any noise
power to the digitized signal. Thus large amounts of
pseudorandom noise can be used, and in this case, up to
16 LSBs (: 4 quantizer bits) of noise are used. Note that
with the gain ratio (ratio of first-pass gain to second-pass
gain) mismatched, an attenuated component of the pseudo-
random noise is present at the digital output. Thus the
pseudorandom noise can also be used to calibrate the gain
ratio by grounding the analog input signal and nulling the
second-pass output for minimum noise power.

Pseudorandom noise is especially useful for repetitive

First Pass IfIIIIII

TIITTIII

Fig. 4, The second-pass digital error is sca/ed and added
to the first-pass approximation to form the 12-bit result.

Second Pass
+

First-Pass
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ADC Clock

Error
l+seiling+l

225 ns

Unpipelined Timing

signals that can be averaged, signals that are phase coherent
with the sample clock, or low-level signals where the quan-

tization noise is less likely to be uniformly distributed. An
example of the last case is shown in Fig. 7, which compares
the spectrum of a digitized low-level sine wave with and
without pseudorandom noise. The randomizing effect of
the digital dither can be seen by the absence of the aliased
harmonics in the pseudorandom noise case.

ADC Performance
In the curve fit test, a sine wave is digitized by the ADC,

and from the resulting digital data, the best-fit sine wave
that minimizes the mean squared enor is calculated. Nor-
mally, the frequency used is one that will ensure testing a

Linearily Error

Averaged
Linearity

Error

Fig. 6. Pseudorandom nolse ls used to dither the analog
error signal and improve the average linearity of the ADC.
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l-zso ns-l

2nd 1st 2nd
s0 s2 s1

I Errol
l+sellling+l

225 ns

Pipelined Timing

Fig. 5. Pipelining ls used to
achieve the 4-MHz sampling rate
in the 12-bit ADC. The arrows
show which sample-and-hold cir'
cuit is involved in each conversion
in the pipelined case.

majority of the ADC codes and is similar to the intended
application bandwidth. In the dynamic testing of this par-
ticular ADC. full-scale sine waves with a nominal fre-
quency of t MHz were used. Fig. 8 shows the resulting
enor in both the time and frequency domains of a curve
fit test using a test frequency of 0.985 MHz; the number of
effective bits is t0.0s. The apparent performance of a high-
resolution ADC can easily be limited by the noise of the
input signal source, An HP 8662A low-noise synthesizer
(with the output low-pass filtered) was needed to measure
the number of effective bits accurately.

The DFT test is effective in separating the noise power
into distortion (harmonics), environmental sensitivities
(discrete lines), and white noise (flat noise floorJ compo-
nents. Analyzing the data in the frequency domain is par-
ticularly useful since nonlinearities present in the ADC
produce harmonics of the input frequency that are readily
detected. The harmonics are not restricted to multiples of
the input frequency, since aliasing folds the higher-order
harmonics (f, > f"lz) back down to between 0 and f"/2 as
given by the following equation:

falias : lf" - f"xround(f*/f")l

In Fig, 9 the spectrum of a digitized 0.985-MHz sine wave
is computed. The highest spurious signal, second-har-
monic distortion, is below - 70 dBc.

Integral linearity measures the deviation of the transfer
function data from the best fit (minimum mean squared
error) line through the data. Integral nonlinearity highlights
global nonlinearities, which can produce high distortion.
Static differential nonlinearities greater than t1 LSB indi-
cate potentially missing codes and nonmonotonicity. Fig.
10 shows both the integral and static differential nonlinear-
ity of the ADC to be within -+Y2 LSB.

For dynamic signals, differential nonlinearity and miss-
ing codes can be best measured by using the histogram test
with a sine wave input. The input test frequency should
be chosen to ensure that all the ADC code levels are tested.
The ADC raw histogram and linearized histogram results
in Fig. 11 show the ac differential nonlinearity to be well
within +1 LSB,

l-4ons---+1
Sample Clock

Sample-and- Hold
Hold #1
clock 

sampre

Sample-and-
Hold #2
Clock sampre
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1sl
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In an aperture jitter test, the input signal is phase-locked
to the ADC sample clock, and the ADC is set to sample
only on the zero crossings (regions of highest slew rate) of
a high-frequency, high-amplitude sine wave. Experimental
results for this converter indicate an rms aperture jitter of
28 ps or a degradation of 0.3 effective bit for a 1-MHz test
input.

5 1 ?
2 MHz

F19.7. Spectra of a digitized low-
Ievel sine wave with and without
oseudorandom noise.

Maximizing Performance
In many instances, the signal-to-noise ratio performance

of the HP 51834 can be improved by postprocessing the
raw digital data with averaging and filtering algorithms.
These signal processing techniques depend on random
noise that is uncorrelated with the input signal. With the
injection of pseudorandom noise into the ADC, as men-
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Fig.8. (Top) Enor in curve fit test
for a test sine wave at 0.985 MHz.
(Bottom) Frequency spectrum of
the error.
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tioned earlier, the quantization noise is randomized with
respect to the input signal so that the noise can be consid-
ered white.
Averaging. If the input signal is repetitive and if the mea-
surements can be phase-coherently triggered with the input
signal, then averaging multiple measurements will de-
crease the noise power of a single measurement by a factor
equal to the number of measurements averaged (n). Thus
the signal-to-noise ratio of n averaged waveforms is:

Fig. 9. Specfrum of a digitized
0.985-MHz sine wave.

SNR(n) : 10 log(signal power/(noise power/n))
: ro log(n) + SNR(l).

For example, with sixteen averages, the SNR can be ex-
pected to increase by about 12 dB over the SNR of a single
measurement. With averaging, the noise that is reduced
can be the noise in the input signal and/or the noise gener-
ated internally in the digitization process. An example of
the benefits of averaging is shown in Fig. 12. The upper
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Fig. 10. lntegral and static differ-
ential nonlinearity of the HP 51834
ADC,
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Fig. 11. Raw and linearized his-
tograms show the ac differential
nonlinearity of the ADCto bewithin
+7 LSB.

mance of the HP 5183A is specified as 10 effective bits at
7MHz. This specification is limited by the analog harmonic
distortion performance at high frequencies. For lower input
frequencies, the performance increases as the harmonic
distortion decreases. Performance at lower frequencies is
limited primarily by quantization noise. Thus, if the input
frequency is lower than 1 MHz, the number of effective

I

I  z e c l  h  I  s t o g | .  a m

plot shows the sum of the input signal and noise based on
one measurement (no averaging). The lower plot shows the
result of averaging 64 measurements. The original input
signal characteristic is now easily discerned. It is important
to note that averaging techniques to enhance SNR are ulti-
mately limited by the linearity of the digitizer.
Oversampling and Postprocessing. The dynamic perfor-
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Fig. 12. An example of the bene-
fits of averaging.

FEBRUARv 19gg HEWLETT-pACKARD JoURNAL 21

L @ ? 4



6 -  i 4 5
E _ B B . t

- l  -  ? B
E + A A 2

I n. / ' r  l - t  A r" i  i \ r  i^ ,  ; * rv\/  -  u t i  i i  i i  i t  1
i l ' r  T  T i

I

F c e q u e n c y  F e s p o n s r

5 .  g B E ,

E _ B B 1

- 3 . 2 6

E - E B 2

I

t t  n c  n c s F o n s E

bits will be greater than 10 and lower harmonic distortion

will be realized. However, an even better signal-to-noise

ratio can be achieved by removing the high-frequency quan-

tization noise as well. This can be accomplished by over-

sampling the signal and externally postprocessing the
quantized data with a digital low-pass filter to reduce

the noise bandwidth. If the input signal is oversampled

[f" ] nfi,, n > 2) and if the quantization noise is white,

then the noise power in the frequency range f,lz > f > Iin

can be digitally removed. The noise power left is f6/(f"/2)

of the original noise power, which corresponds to an in-

crease in the number of effective bits as follows:

original noise power N. 
q2 - A2, -E

where q is the quantizer resolution and A is the full-scale
amplitude. Rearranging terms,

bo :  o r i g i na le f f ec t i veb i t t :  
+  

f o r ,  
# " .

The filtered noise power is

Nr :No f  :$ ' l  '. -  \  BW", '

where BWo and BW1 are the original and filtered band-

widths. Therefore, the number of effective bits after filter-

ing is

l  A l

Fig. 13. Response of the digital
f ilter used to inaease effective bits
for low-frequency signals by re-
moving highJrequency quantiza-
tion noise.

For every factor-of-two reduction in bandwidth (oversam-
pling by a factor of z1 the number of effective bits can
increase by lz bit (if quantization noise is the limitation
and not ADC distortion). For example, with an input signal
ol Lzs kHz maximum and a 12-bit ADC sampling at a rate
of q MHz (BW. : 2 MHz), this signal processing technique
increases the ideal 1z-bit ADC to a theoretical performance
of 14 effective bits. Note that the noise floor in the frequency
domain does not decrease, but rather the bandwidth is
reduced. The costs of this technique are a reduction in
maximum record length and input bandwidth, and addi-
tional computation time.

The signal is oversampled by setting the sample rate to
nfi, and setting the record length to n times the desired
length. The digital filtering can be done in either the time
domain or the frequency domain. We chose a linear-phase
FIR (finite impulse response) filter with 50 coefficients
(Fig. 13). The filter is designed to divide the input
bandwidth by half the sample rate. To select bandwidths
other than lz, t}re filter is used iteratively in conjunction
with data decimation (by a factor of two) to reduce the
sample rate. Since the data is filtered before each decima-
tion, there is negligible aliasing. With a 100-kHz signal
(using a low-pass-filtered HP 8662A), the number of effec-
tive bits increases to 1.2.7; this compares with 11.0 effective
bits without any digital filtering.

Reference
1. Dynomic Performance Testing of A-to'D Convertets, Hewlett-

Packard Product Note 5180A-2, 1982.
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Adaptive Sample Rate: A First-Generation
Automatic Time Base
by Richard W. Page and Nancy W. Nelson

HEN CAPTURING TRANSIENT signals, it is de-
sirable to use a high sample rate to preserve input
signal details. This limits the maximum record-

ing time of the measurement. In the HP 5183A Waveform
Recorder with Option 301 Adaptive Sample Rate (ASR),
the input signal is sampled at the selected fast rate only
when there is significant detail present, and at a much
slower rate when there is no significant detail. Thus ASR
maximizes the recording time without compromising sig-
nal integrity. ASR continuously estimates the input signal's
bandwidth and switches to a lower sample rate whenever
possible.

The ASR circuit computes the ratio of the input signal's
instantaneous spectral energy below the set threshold fre-
quency to the total input signal energy. If this ratio is unity,
all signal energy lies below the threshold frequency and
the input signal can be down-sampled without any loss of
information. The ASR circuit fixes the threshold frequency
to be one hundredth of the Nyquist frequency and allows
down-sampling by sixty-four.

Fig. 1 shows a typical ASR output and the input signal
reconstructed from it, demonstrating that the ASR algo-
rithm preserves the input signal.

ASR lmplementation
Fig. 2 illustrates the data flow and computations within

one channel of the ASR circuit. Two channels of ADC data
are input at the user-selected time base rate. This data is

C u r . e n t  F h a l y s i s  S e t u p :  I

F u n c t  i  o h :  I n v e  r s e  F I S R

O p e r a h d  1 :  C h a n n e l  I  R e c o r d  I  S t a i t :  1 5 7 8 2  R S R  L e n :  3 3 1

filtered by the spectral estimation filters which eliminate
energy above the threshold frequency. Output from the
estimation filters is used along with the input signal to
compute instantaneous energy ratio. This ratio is computed
by subtracting logarithms of the two signals. The resulting
difference in logarithms is smoothed and compared to a
set energy threshold. If the resulting smoothed ratio esti-
mate is below the threshold limit, a slow sample rate is
indicated for the current sample. Buffer control circuitry
accumulates sample rate decisions over groups of 64 input
samples and generates the composite fast/slow sample rate
signal. This signal is used to control the signal that tells
the waveform recorder's data memory whetherto store data
or discard data. It is also stored with the data waveform
memory. Because this fast/slow signal is stored, it is possi-
ble, for a sufficiently low threshold limit, to reconstruct
the input signal completely, including all timing informa-
t ion.

Although the ASR circuit independently examines and
computes the required sample rate for each channel, both
channels are stored at the same rate. Selecting the appro-
priate trigger source (either channel 1, channel 2, or com-
posite trigger) causes the sample rate decision to be derived
respectively from channel 1, channel 2, or the inclusive-OR
of the decisions from channel 1 and channel Z. The ASR
circuit always monitors the input signal and computes a
sample rate decision. For down-sampling to begin, at least
256 consecutive ratio tests must indicate that down-sam-

Fig. 1. HP 5183T disptay of the
output of the adaptive sample rate
circuit (bottom) and the recon-
structed i n put w av ef orm (to p ). T he
bottom waveform shows the ac-
tual memory contenls. Before the
trigger point, the input waveform
is down-sampled; only one out of
every 64 posslb/e sample values
/s stored, making the display ap-
pear compressed. The top wave-
form shows that the original signal
can be reconstructed from the
stored data.
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Dala Memory

Fig, 2. Adaptive sample rate system single-channel data
flow.

pling is possible. In addition, the ASR FIFO buffer must
contain four consecutive blocks of 64 data samples that
can be down-sampled. This guarantees that at least four
samples will be stored in memory at the slow rate once
down-sampling has been initiated. Down-sampling will
continue as long as each consecutive block of 64 samples
indicates that down-sampling is possible (Fig. 3). The ASR
FIFO buffer delays the input signal to allow the ASR cir-
cuitry to change the sampling decision from slow to fast
for the preceding 256 input samples. This ensures that data
preceding the slow-to-fast sample rate decision is output
at the fast sample rate, providing maximum detail around
the sample rate transition.

The instrument trigger signal is sent to the ASR circuitry
and used to ensure fast sampling around the trigger sample.
This guarantees that the trigger sample will be stored in
memory. The trigger signal is inclusive-ORed with the in-
stantaneous sample rate decision derived from the energy
ratio comparison. The ASR FIFO buffer responds to a trigger
by forcing a slow-to-fast sample rate decision.

When ASR is disabled, the buffer control circuitry is
held reset and the sample rate decision is still output to
the trigger circuit. Setting the trigger condition to high-fre-
quency trigger allows the trigger circuit to be activated by
transitions on the sample rate decision line. This feature
allows the instrument to trigger on transitions from slow
to fast sample rate as computed by the ASR. This is useful
because wideband noise is present in many transient cap-
ture applications before and after the occurrence of the
transient event.

The user-selectable noise threshold prevents the ASR
circuit from computing a fast sample rate decision for insig-
nificant noise by forcing all signals below the noise

threshold to be ignored. The control is user-adjustable over
25% oI the input signal range. Thus, the noise threshold
control affects signals that are small and near zero volts,
measured at the ADC. Clearly, if the input signal has a
Iarge dc bias, the noise threshold control will not be effec-
tive. A dc component can be eliminated by using ac input
coupling feature or offset control. A large dc bias will also
adversely affect the ASR circuit's ability to make the correct
sample rate decision because this decision is based on an
energy ratio.

The ASR circuitry computes partial short-time Fourier
transforms using a custom CMOS circuit. This circuit is a
3-pm-process, 2000-gate gate array with 98% of the gates
used. The gate array's pipelined arithmetic circuits are
clocked at a 16-MHz rate. Four additions and two multi-
plications are computed in 250 ns. One custom CMOS
circuit is used per input channel. The output of the custom
CMOS circuit is a measure of the input signal energy below
the threshold frequency. It is used to compute the energy
ratio.

Instantaneous energy comparison results are computed
by subtracting the logarithms of the squared magnitude of
the input signal and the squared magnitude of the CMOS
gate array output (short-time Fourier transform). These in-
stantaneous results are statistically noisy. To remove the
variance from the energy comparison, the instantaneous
energy comparison results are passed through a time divi-
sion multiplexed digital smoothing filter. This digital filter
is a single-pole low-pass filter.

Signal Processing Theory
The ASR circuit computes spectral energy estimates by

means of a partial calculation of the short-time Fourier
transform (STFT), which is defined as:

X(k,n) : 
,)_ 

w(t-n;x(t)Wy(k,tJ (1)

where w(t) is the N-sample window beginning at time n,
x(t) is the input sequence, and

WN(k't) : exP(-j2nkt/N)

Here the sampling frequency is normalized to 1 Hz and
A t : 1 / f " : 1 .

The STFT estimates spectral components by computing

Data
Oul

o*T,Tl'i|f,ii* Down-samptins wirr occul

Ratio Tesl
for Curenl

Sample

lf.atio lest indicates tast. then these control blocks
will be changed lo indicate tasl sampling tor

the corresponding 256 input samples.

Samples
Stored In
Memory

Fig. 3. Adaptive sample rate F IFO
buffer operation.
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Fig. 4. Time function, sliding window, and windowed time
function fot shortlerm Fourier transfotm computations.

the discrete Fourier transform of the input signal multiplied
by a sliding window (Fig. +). The window w(t) determines
a filter shape that indicates how the spectral estimates are
smeared by the finite observation time and how much
spectral leakage will occur as a result of the window shape.

The STFT for bin k can be viewed as the output of a
linear system whose input is the frequency-shifted (mod-
ulated) signal x(t)Wp(k,t). The response is determined en-
tirely by the window function. The STFT is equivalent to
a bank of identical low-pass filters operating on the N se-
quences x( t )Wp(k, t ) ,  k  :  0 ,  1, . . . ,  N-1 (see Fig.5) .  The
output power from each low-pass filter is equal to the input
power contained in the band centered about ro = 2rkAll
as viewed through the spectral weighting function induced
by the sliding window.

The filter bank analogy provides a convenient framework
for examining spectral estimators. The analysis filter's main
Iobe width determines the ability to resolve components.
Sidelobe behavior determines leakage (scalloping Ioss or
picket fence effect). The ability to track variations in the
input spectrum depends on the estimation window and
the filter bank output sample rate. Longer time windows
result in improved spectral resolution but reduced ability
to track nonstationary behavior.

The total signal energy for the ratio test beginning at time
n is given by Parseval's relation:

x(0,n)

X(1 ,n)

x(k,n)

Fig. 5. The short-term Fourier transfotm is equivalent to a
bank of identical /ow-pass filters operating on N weighted
tnDut seQuences.

The threshold frequency fr(n) can be computed from
equation 3 by solving for f"(n) with T1 fixed. Alternatively,
T1 can be computed for a fixed value of f1(n). Fixing f1(n)
and computing T, requires less hardware. The current
adaptive sample rate implementation assumes a fixed value
of f1(n) and computes T1. A comparison is made between
the computed value of T" and a fixed value. If T, is greater
than or equal to this fixed value, the sample rate is reduced.
The fixed value is chosen such that 90% of the input energy
will be included in the band from dc to f1(n).
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Waveform Reconstruction Tech n iq ues for
Precision Digitizing Oscilloscopes
by Richard W. Page and Allen S. Foster

AVEFORM RECONSTRUCTION algorithms
allow digit izing oscil loscopes to produce unam-
biguous displays, even when sampling near the

Nyquist limit. In theory, a signal can be reconstructed from
its samples if the sampling rate is greater than twice the
highest frequency present in the signal. In other words,
slightly more than tlvo samples per cycle are theoretically
enough to reconstruct a sine u'ave. In practice, one usually
needs to sample at two or more times this Nyquist rate to
get a reasonably faithful reproduction of a waveform from
its samples. That is, the signal bandwidth usually cannot
exceed about 50% of the digitizer bandwidth.

With special waveform reconstruction techniques, how-
ever, over Ao% of the digitizer bandwidth can be viewed.
The result is a lower-cost digitizing circuit and better use
of high-speed acquisition memory. Fig. 1 shows an HP
5180T display of a sinusoid captured using 10 points per
cycle without reconstruction. Fig. 2 shows a sinusoid cap-
tured using 2.5 points per cycle with reconstruction' The
display of the higher-frequency sinusoid (2.5 points per
cycle) is equal in fidelity to Fig. 1. In this case, waveform
reconstruction increases the usable bandwidth by a factor
of 4.

Comparing the reconstructed waveform to the raw data
shown in Fig. 3, it is apparent that waveform reconstruction
enhances postcapture processing. In particular, reconstruc-
tion allows examination of the fine structure in the data'
Display measurement accuracy is increased for zero cross-

ing, peak value, and time interval determination measure-
ments. Waveform reconstruction provides optimum view-
able bandwidth for a given digitizing rate.

Without reconstruction, the display is typically an en-
velope of the minimum and maximum sample values. Fig'
4 illustrates what can happen. The signal is sampled at
four points per cycle. When it changes phase, its amplitude
appears to drop by 3 dB. This phenomenon arises because
linear interpolation (connect the points) has been used to
reconstruct the signal from its sample values. As the signal
is oversampled by a larger margin, Iinear interpolation re-
construction becomes increasingly more reasonable and
accurate. At five times the Nyquist rate, 10 points per cycle
for sinusoids, linear interpolation is accurate within 5%.
At this level of accuracy, reconstruction errors are accept-
able. This has Ied to the "minimum ten sample points per
cycle" rule in digitizing oscilloscopes for reasonable dis-
plays. However, the sampling theorem tells us that all of
the signal information is preserved when we sample at
slightly more than two points per cycle.

Representation of Signals
A signal can be modeled as a function of time, that is, a

rule that assigns a value to the signal for all values of time,
or by a collection of sample values taken at uniform inter-
vals. The Nyquist-Shannon sampling theorem establishes
a link between these representations. Nyquist showed that
a sinusoid can be represented by its samples, provided

I
I
I

Flg. 1. HP 5180T display of a
sinusold captu red using 10 Points
per cycle without rcconstruction,

lI
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more than two samples per period are taken. Shannon
showed that any band-limited signal can be represented
by its samples, provided the sample frequency is greater
than twice the frequency of the highest Fourier component
present in the signal. Let x(t) be a band-limited signal with
Fourier transform X(r,r). Since x(t) is bandJimited, X(r) :
0 for or ) o)-"*. The sampling theorem states that x(t) is
related to the sample sequence x(nT) for all sample inter-
vals T < T/rd-u* by the formula:

x( t )  :  )  x (nT) ' i " " f {1 t -n r ) ' l  (1 )
I

n = - r  \ r  )

T r a c e  2 :  ' D F T n  4 '
T r  a c e  3 :  ' D F T F  - 5  '

T r a c .  4 :  ' U N D E F I N E D '

t - -1.._ _ - |

C O N F  I  G
T R F C E  4

X _ F I L L  4

trE oN

C O N F I G  C O N F I G  C O N F I G
T R F C E  1  T R F C E  2  T R F C E  3

Dor f rNl

T R F C E  4
Dor FiNl

where

slnc x : sln fix

According to ,t 
" 

,"*olrru theorem, a signal can be sparsely
sampled, yet exact reconstruction is possible by applying
equation 1. Without reconstruction, such a sample se-
quence is very difficult to interpret. For example, consider
again the signal shown in Fig. 4:

x(tJ : cos (ort + @)

sampled four times per cycle (two times the Nyquist rate).

Fig. 2. HP 5180T disPlaY of a
sinusoid captured usrng 2.5 points
per cycle with reconstruction.

Ffg. 3. Raw data for Fig. 2 dis-
played without reconstruction.
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Fig.4. When the top waveform is sampled at four points per
cycle and displayed using linear interpolation (middle), its
amplitude appears to drop by 3 dB when it changes phase
(bottom).

When  @ :  0 ,  t he  samp le  sequence  i s  {1 ,0 ,  - 1 ,0 , . . . } .

Connecting the sample points with line segments yields a
triangular waveform. When { = rl4, the sample sequence
is {t/-ztz, t/-ztz, -t/ ztz, -\/r12,...} which interpolates
to a trapezoidal waveform whose amplitude differs from
x(t) by 3 dB. Thus the visual interpretation of an unrecon-
structed waveform sampled at twice the Nyquist rate is
largely dependent on the phase relationship between the
sampling process and the signal.

Interpolatlon as a Filterlng Process
The spectrum of a sampled waveform is the sum of

shifted replicas of the waveform's spectrum. Replication
of the spectrum occurs every 2rE radians per second, in-
troducing symmetry about the points o : nn/L The spec-
tral images will not overlap if a signal is sampled according
to the sampling theorem. The resulting spectrum in the
interval 0 to n/T will be identical to the original spectrum.
Exact reconstruction is possible in this case by passing the
sample sequence through an ideal low-pass filter, as im-
plied by the Shannon-Nyquist reconstruction formula.

As the sample frequency is increased above the Nyquist
limit, spectrum images are spread farther apart. At 10 points
per cycle, there is no significant energy between t/sT and
9 n/ST, which eases the requirements on the reconstruction
filter.

Interpolation can be used to alter the sampled signal
spectrum given a signal sampled near the Nyquist limit.
The resulting spectrum will be the same as if the original
sample rate had been higher, The digital interpolating filter
must compute, say, R - 1 evenly spaced values between sam-
ple points and must not alter the original sample values.

It is convenient to model the process of interpolation as
a polyphase filter. The impulse response for each subfilter
and the interpolation error at each interpolated point can
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be independently calculated. Each subfilter is a linear,
time-invariant system, even though the general input-out-
put relationship for a l-to-R interpolator is a periodically
time-varying filter with period R.1

Each subfilter performs a computation of the form:

Yx(n) x(k)h^ (n-k) ,  \  = 0,  1,  . . . ,  R-  1 (2)

According to the interpolation condition requiring yo(n)

x(n), we have:

h"(n) :
n : 0

otherwise

The problem has been reduced to designing R- 1 sepa-
rate, linear, time-invariant systems. Interpolating filters can
be broken down into two large classes:
r Filters having h^(n) of finite duration
r Filters having hr(n) of infinite duration.
These are called finite impulse response (FIR) and infinite
impulse response (IIR) filters, respectively. The FIR struc-
ture offers the advantage of precisely linear phase indepen-
dent of the magnitude response. The majority of interpolat-
ing filter design techniques generate FIR designs.

A finite impulse response interpolator is described by a
convolution equation identical to equation 2 except that
the limits of summation are finite. In the HP 5180T, HP
5183T, and 5185T Precision Digitizing Oscil loscopes, di-
rect implementation of the convolution sum yields the
tapped delay line structure shown in Fig. 5. At each sample
time, y(n) is the weighted sum of L input samples, where
L is the number of weights or taps. The filter tap weights
can be obtained by several methods including polynomial
(Lagrange) or minimum norm methods,

Since the outputs of the R subfilters are orthogonal, the
FIR polyphase interpolator can be modeled as a single filter.
The input sequence must be augmented with R- 7 zero
values (zero padding) to maintain orthogonality of the sub-
filter outputs, The model clearly indicates the filter delay
and the number of output samples generated before the
filter impulse response dies out. Often, the data sequence
to be interpolated is available and filter coefficients can be
viewed as a weighting sequence rather than an impulse
response, While the polyphase model is computationally
more efficient, the single-filter model with zero padding
illustrates the amount of data consumed by the interpolator.

x(n)

h o )

Flg.5. Waveform reconstruction in the HP 51807, HP 5183T,
and HP 5785f oscl//oscopes is implemented by a tapped
delay line.

t
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The longer the weighting sequence, the more data is con-
sumed. This problem is alleviated by extrapolation of the
data record. However, interpolation errors increase as ex-
trapolated data is added to the computation.

Given a digitizer with dynamic performance specified
up to the Nyquist limit, reconstruction algorithms can be
used to increase the usable bandwidth. In the following
examples, the HP 5180A and the HP 51B3A digit izers were
used.

Fig. 6a shows a sinusoid at BB% of the Nyquist frequency,
or 2.3 samples per cycle. Without interpolation, the result-
ing display gives the appearance of an amplitude mod-
ulated sinusoid. Interpolation by four shows the correct
envelope. Fig. 6b shows the same waveform expanded.

Notice that it is difficult to recognize that the input signal
is sinusoidal without interpolation. Interpolation restores
the signal and produces a displayed waveform typical of
an analog oscilloscope display.

Fig. 7 shows the video sync portion of a single scan line
sampled at four times the color burst frequency. Recon-
struction allows the amplitude and duration of the sync
signal to be measured accurately. Colors and their inten-
sities are easy to measure with reconstruction. Similarlv.
phase change in the color burst signal can be seen with
the phase transition expanded (Figs. B and S).

It is often desirable to sample at less than the maximum
digitizing rate. For example, storing a complete sector of
flexible disc data in a digital oscilloscope memory may

;  - U U

t  6 . 4 6 8 E - E  ( s ) / d i v ;  Z o o m  2 5 6  ;  p o s i t i o n  3 8 5
: 6 8 2 E - 3  ( V ) / d i v ;  C c n t e r  A E + A

l l n _ a  ;  F I D C  i  I n t c r p o l a t e d  4 X
t  6 . a O Q E - 6  ( s ) u d i v ;  Z o o m  A S 6  ;  p o s i t i o n  3 g s
: 6 8 3 E - 3  ( V ) / d i v  i  C c n t c r  l B 6 . 6 Z l E - 3

:  ! . 6 A A E - 6  ( s ) / d i v ;  Z o o m  6 4  i  P o s i t i o n  4 8 l
: 6 8 2 E - 3  ( V ) / d i v ;  C . n t c r  A E + A

Ffg. 6, (a) A sinusoid sampled at
88"/o of the Nyquist rate without in-
terpolation and with inteeolation
by tour. (b) Same waveform ex-
panded,
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necessitate sampling very close to the Nyquist limit' Fig'

10 shows a typical disc dropout captured from a flexible

disc read heJsignal. The reconstructed waveform clearly

indicates the exact voltage levels and zero crossing inter-

vals.

Conclusion
The maximum sample rate, dynamic performance' and

reconstruction strategy of a digitizing oscilloscope deter-

mine its bandwidth. The dynamic performance specifica-

tion determines the sampling accuracy near the Nyquist

rate. Waveform reconstruction allows signals sampled near

the Nyquist limit to be displayed with accuracy approach-

l r a c e  l :

t a E c c  < :

T r a c c  3 :  ' n r . r c f Y E r s t '

, - E . q A a Z - g  ( s > / d i v ;  Z o o m  2 5 6  i  P o s l t i o n  2 8 5

t  2 8 Q t - 3  ( V ) / d i v  i  C c h t c r  2 2 5 E - 3

V  I "  i  F D C  ;  I n t c r p o I a t c d  4 X

, - E . + A A e - A  ( s ) / d i v ;  Z o o m  2 5 6  ;  P o s i t i o h  ? A s

t  2 6 6 t - 3  ( V ) / d r v ;  C c n t e .  e 2 5 E - 3

Fig.7. Video sync portion of a
single television scan line sam'
pled at four times the color burst
frequency without and with recon-
struction.

ing the sampler-imposed limits' The reconstruction al-
gorithm accuracy can be specified as a design parameter.

Speed of operation, reconstruction filter impulse response

length, and reconstruction accuracy are interrelated. It is

easy to design a reconstruction filter that interpolates by

four (t0 points per cycle at B0% of the Nyquist rate) and

is accurate to 0.5% over a band extending from 0 to 80%

of the Nyquist rate. Reconstruction is also useful when

memory constraints dictate sampling slower than the

minimum digitizer rate. A good reconstruction algorithm
allows the userto take maximum advantage of the digitizing
oscilloscope's memory by allowing sampling near the

Nyquist limit.

C O N F I G  C O N F I G  C O N F I G

TRFCE 2 TRFCE 3 TRNCE 4

X - F I L L  2  X - F I L L  3  X - F I L L  4

orr l-6Nl b-FF oN FFFI oN

Dor f,rNl

nor ETtl

TRFCE I TRNCE 2
nor FiFl, Dor Fr-N-l

TRFCE 3 TRFICE 4

Dor Fr-N-l Dor E-iFl

C O N F  I  G

X - F I L L  I

f f i o N

Fig. 8. Phase change in the color
burst signal without and with re-
construction.
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Fig.9. Detail view of color burst
stgnal.

Fig. 10. A typical disc dropout
without and with reconstruction.
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Digital Design of a High-Speed
Waveform Recorder
Operationfrom dcto250 MHz,where aclock cycle is only
four nanoseconds long, makes timing a maior concern in
the design of the HP 5185A Waveform Recorder.

by Rayman W. Pon, Steven C. Bird, and Patrick D. Deane

NY LIMITED-TIME-DURATION measurement-a
counter with a very short gate time, the spectrum
of an RF burst, the energy of a transient spike-is

poorly made if it includes parts of the signal not relevant
to the information being measured. Waveform recorders
solve this problem by providing the ability to make mea-
surements over limited, controllable periods of time. This
article examines how the design of the HP 5185AWaveform
Recorder digital hardware provides the ability to capture
and focus upon the portion of the signal conveying the
desired information.

Design Overview
The block diagram of a basic waveform recorder includes

an analog-to-digital converter (ADC), a master clock that
commands the ADC to sample the input, a memory for
storage of digitized data, and trigger and control circuits
to start and stop storage of data into memory' Enhance-
ments to the basic system include signal conditioning cir-

Analog Slgnal
(from Channel 1
Signal Condltloning
Clrcultry)

EXTERNAL
ENCODE

Analog Signal
(from Channel 2
Signal  Condi t ioning
Circuitry)

Flg. 1. HP 5185A high-speed digital system architecturc.
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cuitry, a time base to control the rate of data storage into
memory, and some means of communication with a com-
puter.

The HP 5185A Waveform Recorder operates at sample
rates up to 250 MHz with 8-bit resolution. Its two indepen-
dent channels, each with 12S-MHz analog bandwidth and
64K-word memory depth, combine flexible signal condi-
tioning and versatile time base and triggering modes with
superior dynamic performance to allow measurements that
were formerly difficult or impossible' It is designed to op-
erate with an analysis and display unit as part of an HP
51.85T Digitizing Oscilloscope system, or with an external
computer using control software.
Input Conditioning. Both input channels can be switched
to either 1-MO or 50O input impedance. Full-scale range
on the signal inputs extends from 50 mV peak to 20V peak;
these ranges are available in a standard 1-2-5 sequence
when the instrument is configured as an HP 5185T, or in
a continuous sequence when used as an HP 51854. Each

Data Path



channel offers ac or dc coupling operation and calibrated
offset control. Each channel also has a selectable low-pass
filter that reduces the noise floor and provides for anti-alias-
ing when digitizing at the highest sample rate.

Sampling Control. Several features allow the user more
flexible control of the sampling process. The internal oscil-
lator can be phase-locked to an external reference frequency
of t ,  2,5, or 10 MHz applied to the EXT REF input. The
sampling process can be set to 250 megasamples per second
or to 125lN megasamples per second, where N : 1",2,3,.. . ,
61,441,, using the internal time base. Using an external gat-
ing signal, the sampling process can be turned on and off
in the gated time base mode, or the user can seize control
of the sampling process completely by supplying a signal
to the EXT ENCODE input.
Signal Capture. One of the most useful features of a
waveform recorder is the ability to capture a signal both
before and after a trigger event. Waveform recorders allow
the user to select the time relationship between when a
trigger event occurs and the end of the digitized data record.
Several triggering modes are available. Positive, negative,
positive-negative, bi-trigger, and dropout trigger are analo-
gous to the triggering on the HP 5183,t Waveform Recorder
(see article, page 6). The trigger level and hysteresis are
selectable. A high-impedance external trigger channel with
selectable trigger level is also available. The TRIG OUT signal
available on the rear panel can be used to inform other
instruments in a test system that a trigger event has oc-
curred.

DigitalSystem
The purpose of the digital circuitry in the HP 5185A fsee

Fig. 1) is to store, for each channel, at a rate determined
by the user, up to 64K samples from the 2S0-megasample-
per-second data stream created by the quantizer IC on the
ADC hybrid until instructed to stop storage at a precisely
known time correlated with a trigger event.

Given a steady stream of digitized data from the ADC,
the basic measurement is defined by the process shown in
Fig. 2. After a minimum number of data points are stored
to memory to satisfy the desired pretrigger requirements,
the trigger circuitry is enabled. Data continues to be stored
while the trigger circuitry examines the analog input to see
whether the trigger conditions have been met. Once the
trigger event is detected, the post-trigger delay counters
ensure that data continues to be stored to memory until
the data record is full. At that point the measurement is
complete and the record can be retrieved from the memory.

Some applications do not require the signal to be sampled
at 250 MHz. A slower sample rate allows signal capture
over a longer time period. An obvious approach would
have been to operate the ADC hybrid clock at a lower rate.
However, adding more circuitrybetweenthe SAW (surface-
acoustic-wave) oscillator and the ADC hybrid clock input
would significantly increase the clock jitter. Instead, the
ADC output digital data stream can be undersampled to
lower the effective sample rate without adding noise to the
measurement. This undersampling of the data occurs at
Iatches in the memory section by means of reduced-fre-
quency memory clocks,

Portions of the digital system required special care in

design and implementation. Storing data at arbitrary rates
up to 250 MHz in a useful manner requires careful consid-
eration of each step along the path from the ADC to the
memory. Since the speed with which the decisions must
be made on a 250-megasample-per-second data stream
eliminates the possibility of any microprocessor control,
dedicated high-speed digital hardware, together with a spe-
cial analog-digital high-speed trigger system, maintains
precise real-time control during a nreasurement. Finally,
starting and stopping the 250-megasample-per-second
measurement in the two channels warrants special atten-
tion to ensure synchronous data storage.

Timing lssues
Consider the general data transfer loop shown in Fig. 3.

The transmitter serves as the reference point for the timing
analysis. Two separate paths, the data path and the clock
path, are traversed before signals converge on a receiver.
The timing analysis begins by determining the relationship
between the transmitter data output and the clock path
input. The intermediate element timing analysis includes
everything between the transmitter and the receiver, in-
cluding IC propagation delays and trace delays. The re-
ceiver imposes a set of timing requirements on arriving
signals, such as setup and hold times at the receiver inputs.

This general model provides a framework for expressing
a fundamental requirement of all synchronous digital
designs:

The sum of timing uncertointies in o doto trans/er
loop must be less thon the doto volid time at the
tronsmitter, deroted by the receiver setup ond hold
requirements, to guorontee enor-free doto tronsfer
under ol l  condit ions.

The timing uncertainties in the data transfer loop include
variances in transmitter clock-to-data propagation delay
and variances in the propagation delay difference between
the clock and data paths of all intermediate circuitry. The
uncertainties encompass chip-to-chip variations from dif-
ferent IC lots and differential drift over temperature. Error-
free data transfers can be achieved if the fundamental re-
quirement is met, as long as the analysis of timing uncer-
tainties does not stop with just the timing information given
on the IC vendor's data sheets. Physical constraints usually
dictate the need for some additional timing margin. For
instance, when the data path is N bits wide, if the physical
layout forces compromises such that the trace routing for
all N lines is not identical, then the differences in trace

Fig.2, Baslc HP 5185A measurement sequence

Complete

FEBRUARy 1 988 HEWLETT-pAcrnRo .louRnal 33



Fig.3. General data transfer loop.

delays must be accounted for as an additional uncertainty.
Similarly, unequal capacitive loading on lines will alter
signal propagation delay in ways that are sometimes dif-
ficult to model, adding to timing uncertainty.

For low-speed designs, the timing uncertainties as-
sociated with presently available IC technologies are much
Iess than the data valid time, so the requirement is easily
satisfied. In high-speed designs, however, the significance
of this requirement is much more pronounced. The diffi-
culty of data transfer through a 250-MHz system with min-
imal processing can be illustrated with the following ECL
parameters: '

Min Max

Transmitter clock-to-data delay 0.8 1.8
Data logic delay O.4 1..4
Clock logic delay O.4 1, .4
Receiver setup t ime O.7
Receiver hold t ime 0.8
Receiver setup-hold window

Reouired data valid time at transmitter

more general case with a signal whose spectrum lies within

that range. This allows nonuniform sampling signals, such

as linear or logarithmic sweeps or chirps. Satisfying the

4-ns fundamental timing requirement ensures reliable data

transfers only at 25O MHz. Full-spectrum operation up to

this rate imposes a second timing requirement: the digital

system must be insensitive to the system clock period.

Timing must be controlled so that clocks and data valid

windows always have a fixed time relationship at the re-

ceiver input.

The timing diagram in Fig. 4 represents a circuit that is
sensitive to the clock period. The transmitter clock at time
0 propagates through the clock path and arrives at the re-
ceiver input as the clock edge D. Similarly, assume that
data correlated with the time 0 transmitter clock arrives at
the receiver as data C. Since the clock edges always fall
within the data valid windows, 250-MHz data transfers
will be successful, in the sense that the clocks never attempt
to capture uncertain data. However, as the clock frequency
is reduced below 250 MHz (Fig. 5), the D-clock-to-C-data
timing relationship stays fixed, while the clock edge E
moves right and data A moves left, reflecting the increasing
clock period. Data transfer errors begin to occur as clock
E causes the receiver to capture the uncertain data at B'.

If the frequency is reduced further, data B, originally
captured by clock E, will be captured by clock D. Although
this results in the capture of valid data, the time relation-
ship between the clock and the data has now changed.
Since the data is eventually stored into a memory and the
clock path also drives the address control for the memory
system, the result will be that valid data samples will in-
deed be stored, but at memory locations that are off by one
compared to the 250-MHz case.

Clock period dependent timing problems can be avoided
by properly delaying the clock with respect to the data. In
the example, either the data trace delay can be reduced or
the clock trace delay can be increased, placing the clock
edge D within the B data valid window. The functionality
of the revised circuit is now insensitive to clock frequency
changes.

The clock still has not quite been optimally positioned.
Assume that the circuit has just been powered up. If the
time 0 transmitter clock is the first clock in the svstem,

Time (ns)

Transmitter
Clock

Receiver
Data

Receiver
Clock

Shaded areas indicate uncertain data.

Fig. 4. Clock and data signals of a transfer loop. The trans'
mitter clock at time 0 causes clock edge D and data C at the
recetver.

1 . 0
1 . 0
1 . 0

1 . 5

4 .5  ns

The requirement that data be valid for 4.5 ns for even
the simplest circuits in a system with data changing every
4 ns demonstrates the futility of attempting to design a
system for 25O-MHz operation using standard off-the-shelf
ICs. Consequently, a custom high-speed deceleration IC
was developed to receive the 250-MHz data stream gener-

ated by the quantizer IC on the ADC hybrid. Built in a
proprietary HP S-GHz bipolar process,' this IC reduces
propagation delay uncertainty and integrates intermediate
logic. Designed into this IC is circuitry to decelerate both
the clock and data by a factor of two, turning a 2l0-Ml{z
stream of data at the IC input into two 125-MHz streams
of data at the output. The data valid times at the IC outputs
approach B ns, easing the timing margins for the rest of the
digital system.

DC-to-250-MHz Operation
The design of the HP 5185A digital system is complicated

by the fact that it operates not only at a zs0-megasample-
per-second data storage rate but may also operate at lower
rates, set either by the internal time base (which allows
data storage at rates that are integer submultiples ol tzs
MHz) or by the user-supplied external encode signal. In
fact, the external encode input makes possible full-spec-
trum sampling from dc to 250 MHz, allowing the user to
tailor the sampling process to specific needs. Full-spectrum
sampling implies not only sampling at any specific fre-
quency between dc and 25o MHz, but also sampling in the
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Printed Circuit Board Transmission Lines

Unlike the HP 5185A, most digital systems today require nothing
more than simple connectivi ty from lC to lC. However, in a 250-
l\,4H2 system, every printed circuit board trace is as important to
the system t iming as the lCs performing the logic functions. Op-
eration with wideband logic within these short clock cycles re-
quires that the designer treat the interconnects as transmission
l ines, paying part icular attention to propagation delay, ref lect ions,
and crosstalk.

Signals can become distorted by the presence of either ref lec-
t ions or crosstalk along the printed circuit  traces. Reflect ions
occur when a fast edge travels along a l ine and hits a discontinuity
in the characterist ic impedance of the l ine or in the termination
of the l ine. Crosstalk occurs when two or more l ines are close
enough together that a port ion ot the signal on one l ine wil l
capacit ively couple onto the other l ines. Both ref lect ions and
crosstalk reduce system noise margin, which can be as low as
130 mV for standard ECL Since the logic swing of ECL is about
850 mV, a ref lect ion of 15% that happens at the wrong t ime can
wipe out this noise margin. The result can be latching an incorrect
logic level or double clocking a f l ipJlop.

To minimize ref lect ions and crosstalk and to have predictable
trace delays, every high-speed interconnect in the HP 5185A js

designed as a microstr ip transmission l ine. Mult i layer boards
with traces on the outer layers and sol id ground planes on the
adjacent inner layers are used. The characterist ic impedance Zo
of a lossless microstr ip transmission lrne rs VLo/Co, and propa-
gation delay per unit  length, To, is VLoCo where Lo and Co are
respectively, the inductance and capacitance per unit  of trace
length. The tolerances of both Zo and To depend on physical
parameters such as trace width, trace height, distance of the
trace from the ground plane, and dielectr ic constant e,.1 2

Most high-speed systems are designed with Z" equal to 50,
68, or 75 ohms. Even though a 50O system uses more power,
i t  was selected over the others because:
r l t  is better suited to avai lable board geometries ( i .e.,  the board

dimensional tolerances and dielectr ic uniformity have less of
an effect on Zo and To of the transmission l ine).

I  Higher capacit ive coupling to ground means that for a given
trace{o{race spacing, the capacit ive coupling lrom adjacent
l ines induces less crosstalk.

r Rise and fal l  t imes have less degradation for a given capacit ive
load on the l ine, Co, because the t lme constant ZoCo is smaller.
When a transmission l ine is terminated in i ts characterist ic

impedance, no ref lect ions occur and the signal is undistorted.

Special termination resistor arrays in SIP packages were de-
veloped for the HP 5185A. These not only have a fract ion of the
parasit ic inductance usually associated with termination resis-
tors, but also include a built-in bypass capacitor between the
-2V termination supply and ground. Using these components,
the rei lect ion coeif icient is l imited to 6% given the worst-case
tolerances, for which Zo varies trom 44 to 56 ohms.

ldeal ly, a printed circuit  board transmission l ine termination
resistor is located at the very end of the trace, with all gate inputs
directly attached to the trace without significant branch length.
Failure to do this results in stubs that can look either inductive
or capacitive depending upon both the length of stub and the
frequency involved. Since the HP 5185A is specif ied to work
from dc to 250 MHz. soecial care was taken to detect and reduce
the number of stubs and other undesired discontinuities by
sweeping all high-speed traces over the entire frequency range
of interest.

System timing can be compromised by having unprediclable
propagation delays in the interconnect l ines. Al l  cr i t ical l ine delays
were measured to uncover any timrng skews resulting from phys-
ical layout compromises. This also uncovered effects, such as
parasitic loading, that would alter the trace delays from their
theoretical values. The controlled nature of these transmisslon
lines allowed them to be used as delay elements in the clock
distribution and transfer loop circuitry.

ln one situation, the physical layout dictated the need for four
small one-ouarter-inch stubs on the 250-MHz 50O clock line to
the four surface-mounted custom deceleration lCs. The capaci-
tive loading from the stubs and the loading from the inputs caused
a nonuniform characteristic impedance along the line. By care-
f ully modeling the capacitance of each stub and load and optimiz-
ing the spacing between loads, the capacitive parasitic can be
treated as a distributed capacitance C6 that modifies the ca-
pacitance per unit length Co. The equation for Zo then becomes
VIJC; +C6). A narrower trace than usual was chosen to raise
Lo and lower Co. When combined with the distributed C6, the
effect was to bring the line back to a 50O characteristic imped-
ance, maintaining signal integri ty.
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then data C is the first valid data. Any data points before
point C represent the power-up characteristics of the cir-
cuitry and not true measurement information. If clock D,
the first clock seen by the receiver, is allowed to act on
data B, invalid data will be propagated throughout the sys-
tem at power-up. Other initialization circuitry or software
intelligence is then required to tell the system to ignore
such points.

Proper positioning of the clock with respect to the data
requires that the clock be delayed so that clock D captures
data C. This type of pipelined system, which relies on the
Nth clock edge acting upon the Nth data point, with both
clock and data rippling through the system from stage to
stage, ensures insensitivity to clockfrequency changes and

also prevents the inadvertent storage of invalid data.

Pipeline Partitioning
The use of the custom deceleration ICs allows the remain-

der of the digital system to run on a 125-MHz clock. This
still leaves only an 8-ns cycle time for data storage into
memory, trigger detection, time base control, and overall
measurement control. Even with high-speed ECL logic, the
cumulative timing uncertainty associated with the amount
of logic needed to achieve the required functionality and
control quickly exceeds the B-ns data valid time. The solu-
tion is to partition the pipeline into smaller segments to
reduce the amount of intermediate logic present in each
loop. This is done by judicious placement of registers
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Time (ns)

Transmitter
Clock

Receiver
Data

Receiver
Clock

Shaded are.s indicate unccrtain data.

Fig.5. As the frequency of the clock in Fig.4 rs reduced,
data transfer errors occur.

throughout the pipeline in such a way that each of the
smaller segments st i l l  sat isf ies the fundamental t iming
requrrement.

On occasion, the intermediate logic may contain identi-
cal elements in both the data logic and clock logic blocks
in Fig. 3. I f  these two logic elements originate from the
same IC package (yielding propagation delay tracking) and
if the IC's propagation delay from a low to a high state,
Tpr6, matches the propagation delay from a high to a low
state, Tnnr, then i t  is possible to el iminate consideration of
both logic elements in the cumulative t iming analysis of
the loop. Element timing then tracks, and more functional-
i ty can be designed into this segment of the pipel ine. In
practice, gate propagation delays wil l  not exactly track on
an IC and Tprr- wi l l  not exactly track Tunr. However, the
error, if any, represents only a fraction of the cumulative
timing saved by this technique.

A useful property of ECL logic is the abi l i ty to t ie outputs
direct ly together in a wired-OR connection.3 Provided that
the outputs are close together on the board to minimize
reflections, this feature makes it possible to add more func-
tionality without extra logic gates. This technique, used
extensively in the trigger detection circuitry, eliminates
the t iming uncertainty associated with physical gates, and
thereby requires fewer part i t ion stages.

Data Deceleration
Data decelerat ion is used to store the 250-MHz data

stream from the ADC into a 64K-word memory. The decel-
erat ion scheme spl i ts the 2SO-MHz data stream into 16 data
streams, each at a reduced rate, 250/16 MHz, al lowing the
use of medium-speed stat ic RAM.

Deceleration occurs in three stages. The first and most
difficult stage, using the custom deceleration IC, takes the
2\O-MHz data stream from the ADC and splits it into two
L25-MHz data streams. The custom deceleration IC data
path is thr'ee bits wide. Four such ICs are required to handle
the 12-bit-wide ADC output, which consists of eight data
bits, two trigger bits, and underflow and overflow bits.

A one-bit representation of the first deceleration stage is
shown in Fig. 6. A divider circuit  uses the 250-MHz clock
from the quantizer IC on the ADC hybrid to generate a
125-MHz clock. The rising edge of this clock latches one
bit of the digit ized word from the ADC into a f l ip-f lop, FFa.
Four nanoseconds later, the fal l ing edge of the 125-MHz
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clock latches the data from FFa into another f l ip-f lop, FFb.
At the same t ime, this fal l ing edge latches a bit  from the
next digit ized word into a third f l ip-f lop, FFc. Since this
process occurs in paral lel with the other 11 bits of the ADC
output, the result is two phases of data al igned in t ime,
phase 1 and phase 2, each at 125 MHz and each 12 bits
wide. A buffered version of the 12S-MHz clock is also out-
put, al lowing the close t iming relat ionship between the
clock and data to be used by the succeeding data transfer
loop.

The second decelerat ion stage, operating only on the
B-bit  digit ized data for subsequent memory storage, part i-
t ions each of the decelerated phases by another factor of
two. Off-the-shelf high-speed ECL ICs are used for this
process, with special care in the design and implementa-
t ion to accommodate the 8-ns cycle t ime.

This decelerat ion process can be continued for two more
divide-by-two stages to provide the net division by 16
needed. However, each decelerat ion stage requires twice
as many registers as the preceding stage, so the divide-by-
eight and divide-by-16 stages would need 24 (:  B + 16)
addit ional 8-bit  registers. Instead, another custom HP IC
provides a direct factor-of-four decelerat ion and a bui l t- in
ECL-to-TTL translat ion to reduce the IC count dramatical ly.
The combined decelerat ion mult ipl ies the data cycle t ime
to 64 ns (4 ns x 16), enough t ime to satisfy medium-speed
static RAM requirements.

Analog-Digital Trigger
A versatile yet reliable trigger circuit is a key factor in

any waveform recorder design. The HP 5180A/T and HP
5183A/T described elsewhere in this issue feature a digital
tr iggering technique. Each sample of the digit ized input
signal is compared with programmed hysteresis and trigger
levels using digital N-bit  comparators. By comparison, typ-
ical analog trigger schemes are prone to errors caused by
gain or offset drift differences between the trigger path and
the measurement path. The asynchronous nature of an
analog trigger also makes time conelation between the trig-
ger event and the captured data samples uncertain.

Implementing a purely digital trigger for the HP 5185,\
with off-the-shelf technology is unrealistic. Propagation de-
Iays of the B-bit digital comparators and trigger decoders
required to do the job far exceed the 4-ns cycle time. A
digital tr igger using the two phases of 125-megasample-per-
second data from the deceleration ICs would require four
B-bit comoarators. These would increase the fanout of each
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l i ne  on  the  h igh-speed da ta  bus  and u ,ou ld  e i ther  com-
promise  the  bus  rou t ing  and load ing  or  requ i re  an  add i -
t ional buffer IC in an already t ight si tuation.

The 250-MHz tr igger implementation in the HP 5185A
(Fig. 7) is both an analog and a digital tr igger. The quantizer
IC contains two addit ional comparators connected to the
analog input l ine. The comparator reference levels are set
according to the programmed tr igger level and hysteresis.
The accuracy of these dc levels, the int imate connection
of the tr igger comparators to the analog input l ine, and the
excel lent tracking of the tr igger comparators with the com-
parators used in the analog-to-digital conversion process
ensure that l i t t le error wi l l  exist.  Latching of these threshold
comparator outputs, cal led Hr (high tr igger) and l f  ( low
tr igger), occurs at the same t ime the analog input signal is
sampled by the quantizer.

The HT and LT signals are spl i t ,  along with the data, into
two 125-megasample-per-second phases using the custom
deceleration ICs. The decelerated tr igger signals then serve
as inputs to dedicated digital state machines which imple-
ment the various tr igger modes. Each state machine con-
tains a static control signal which selects the state machine
corresponding to the tr igger mode chosen. A high-speed
control signal enables the selected state machine only after
the pretrigger delay has been satisfied.

Each state machine contains two main sections, the hys-
teresis decoder/flip-flop and the trigger decoder/flip-flop.
The hysteresis decoder scans the phase 1 and phase 2 sig-
nals for a hysteresis event. In the posit ive tr igger mode, for
example, a hysteresis event happens the first time the input
waveform is sampled below the lower threshold sett ing.
Once a hysteresis event is detected, the hysteresis f l ip-f lop
is latched and the tr igger decoder is enabled. The tr igger
decoder then scans the phase 1 and phase 2 signals fcr a

tr igger. The tr igger decoder can also bypass the hysteresis
flip-flop. If the phase 1 and phase 2 signals rneet the trigger
and hysteresis condit ions simultaneously, then the tr igger
decoder causes a tr igger to occur immediately.

Once a tr igger is detected, the tr igger f l ip-f lop output is
fed back to the trigger decoder to freeze the flip-flop in its
current state. Information present at the instant of the trig-
ger event is needed to decode which of the two phases of
da la  caused the  t r igger .

Two-Channel Synchronous Data Storage
Within a single measurement channel of the HP 5185A,

the clock, data, and trigger information are pipelined to-
gether throughout the entire high-speed digital system to
preserve critical signal timing relationships, thereby reduc-
ing cumulative timing uncertainty. When two such
pipel ined measurement channels are combined to form a
synchronous two-channel system, the unavoidable bui ldup
of timing uncertainty between channels leads to the need
for some special clocking techniques to ensure synchro-
nous starting and stopping of a two-channel measurement.

Synchronous startup of the 25O-MHz clock for both chan-
nels ensures synchronous startup of the measurement, but
involves more than simply turning on an oscillator or gating
a free-running clock. The inherent problem with these
methods is the possibility of generating partial or incom-
plete clock pulses upon startup. I f  these "runt" pulses are
interpreted differently by the two channels, the channels
will lose synchronization.

The de-teeter circuit  (Fig. S) uses custom high-speed f l ip-
flops to deliver identical full-width pulses to both chan-
nels. Any metastable condition appearing at the first flip-
flop output as a result of the trailing edge of the asynchron-
ous RECORD control line has an extremely short duration.
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Fig. 7. Analog-digital trigger circuit
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Fig. 8. Synchronous startup of the clocks in the tvvo HP 5185A
channels is guaranteed by a de-teeter circuit at the output
of the 250-MHz SAW oscillator.

Specifications for the flip-flop guarantee that the propaga-

tion delay of the first flip-flop, the probable metastable
duration, and the setup time of the second flip-flop sum
to less than 1.8 ns, well within the 4-ns clock period. This
ensures that the trailing edge of the second flip-flop output
will be synchronous with the leading edge of the next clock.

The short propagation delay of the second flip-flop also

ensures that the first clock pulse will have full width. Iden-

t ical clock t iming is provided to both channels by means

of the OR gates, identical ly connected, which originate from

the same IC package.
In light of the number of logic elements appearing within

the clock paths of each channel, attempting to stop the

dual-channel measurement synchronously within the B-ns

digital system clock period is a futile effort. Instead, a clock

decelerated to one-sixteenth the sample rate forms the basis
for the valid measurement stop intervals. Synchronization
of the decelerated clock with the 125-MHz digital system

clock within each channel maintains coherence within the
channel.
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Waveform Recorder Design for Dynamic
Performance
Quantizer on-chip delays and delay mismatches, low-order
distortion in the input amplifier, and low levels of phase noise
in the sampling clock can have significant effects on
pertormance.

by Brian J. Frohring, Bruce E. Peetz, Mark A. Unkrich, and Steven C. Bird

I N THE PAST, fast, wideband waveform recorders have

I not kept pace with their lower-speed cousins in mea-
I surement fidelity. Therefore, the primary design objec-

tive of the HP 51854 Waveform Recorder was superior
dynamic performance, requiring careful design of all sub-
systems affecting measurement performance. This article
describes the key considerations involved in the design of
the ma;'or analog components. We also discuss the most
useful parameter for verifying dynamic performance, effec-
tive bits.

The essential elements of the analog-to-digital measure-
ment system for one channel are shown in Fig. 1. The HP
5185A provides two identical digitizing channels driven
by the common 250-MHz SAW (surface-acoustic-wave) ref-
erence oscillator. Each channel includes several custom
integrated circuits designed to provide the required mea-
surement performance and feature set.

The B-bit quantizer IC is the foundation of the measure-
ment system. Minimizing on-chip delays and delay mis-
matches was a major consideration in designing this device
for optimal dynamic performance. Matching requirements
were satisfied through the choice of converter architecture,
cell design optimization, and chip layout. One of the per-
formance characteristics resulting from this design effort
is the absence of missing codes for full-scale input signals
through 100 MHz. The relationship of on-chip matching
to performance and the mechanisms that create harmonic
distortion will be covered later in this article. Harmonic
distortion resulting from the nonlinear nature of the quan-
tizer input capacitance is also analyzed.

The attenuator, preamp hybrid, and op amp IC condition
the analog input signal, providing continuously variable
gain across all input ranges for optimum signal-to-noise
performance. A selectable low-pass filter is useful to pre-
vent aliasing of the input signal and high-frequency noise
while digitizing at the maximum rate. The general design
requirements for these analog signal conditioning compo-
nents are discussed and an analysis of low-order distortion
in the differential input stage of the preamp IC is presented.

Phase noise in the sampling clock can degrade dynamic
performance. We therefore describe the relation between
various types and sources of phase noise and the effects
of this noise on amplitude errors when sampling high-slew-
rate signals. We then discuss considerations related to the
choice of oscillator topology, circuit design, and compo-

nent selection to achieve the required performance in the
SAW reference oscillator, that is, less than 2 ps rms phase
jitter.

Finally, we review how dynamic performance is mea-
sured and outline the closed-form sine wave curve fitting
algorithm used in production testing of the HP 5185A.

Analog-to-Digital Conversion
The analog-to-digital conversion function is the most

critical in the signal path of any waveform recorder. Realiz-
ing the dynamic performance objectives for the HP S1BSA
Waveform Recorder required careful minimization of the
sources of error.

Many analog-to-digital converter architectures require
the use of a separate sample-and-hold circuit to sample the
input waveform for subsequent conversion to a digital
value. In the HP 5185A, both the analog sampling and the
analog-to-digital conversion functions are provided by a
single monolithic integrated circuit, the quantizer. This
circuit performs a new conversion every 4 ns.
ADC Hybrid. A custom bipolar operational amplifier IC
functions as a fixed-gain amplifer to drive the 25-pF capaci-
tive load presented by the quantizer input. It converts the
differential output of the preamp hybrid to a single-ended
signal at the quantizer input, realizing a gain of 6.7 with a
bandwidth greater than 22O MHz. The custom operational
amplifier and quantizer are mounted in a thin-film hybrid
package which is described in the article on page 49.
Chip Architecture. The block diagram of the quantizer is
shown in Fig. 2. This is the architecture of a classic flash
analog-to-digital converter, having one comparator for each
quantization threshold to be encoded. The buffer/latches,
256 for the B-bit conversion, sample the analog input signal
and output a "thermometer" code representation of the

Analog
Input

Digilal
Output
Data

Fig, 1, An al og-to-d i g ital m e asu re ment sy stem ( on e ch an nel )

ADC Hybrid
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Fig.2. B-bit quantizer lC block diagram.

value of the input signal at the sampling instant. The decod-
ing Iogic converts this rather inefficient (256-bit) digital
code to an B-bit binary code. Although circuit efficiencies
could be achieved by shifting some of the encoding func-
tion ahead of the sampling comparator stage,l this more
conventional approach equalizes the delay paths for all

encoded states. Analog decoding before the first stage
latches usually requires nonidentical cells with the resul-
tant risk of adding code dependent delays to the input
signal before sampling. To achieve a nearly square chip
layout, the IC is divided into two 7-bit converter subsec-
t ions.

The four extra comparators (the bottom ones in Fig.2\
represent a slight departure from the conventional flash
architecture. These are identical to the sampling com-
parators and provide input signal threshold detection
matched in time to the sampling process accomplished by
the converter's main comparator bank. Two of these pro-

vide analog-digital trigger detection with hysteresis, and
the other two are used for analog underflow and overflow
detection.

Design Considerations
The key design considerations for maximizing the

dynamic performance of the quantizer were:
I Layout of the input comparators and associated intercon-

nect for optimum delay and load matching
I Selection of an error-tolerant encoding scheme providing
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matched loading on the input comparators
! Comparator design to minimize the sampling latch re-

generation time constant, thus minimizing the probabil-

ity of internal ambiguous logic levels which may result
in output bit errors.

Variable Comparator Delay. When a flash analog-to-digital
converter is integrated, the propagation delay of two iden-
tical gates on the same circuit may differ. If the propagation

delay variance among comparators is large, errors can occur
when the analog input is sampled. The signal corruption
becomes significant when the delay difference between
two comparators becomes so great that, for high-slew-rate
signals, two consecutive comparators switch in the wrong

order, resulting in an invalid state of the thermometer code
at the output of the sampling comparators. For a full-scale
1.25-MHz sinusoidal input converted to B bits, this mis-
match amounts to about 10 ps.

To reduce the variability of the comparator delays, the

buffer and latch transistors in the signal path are biased at

currents below that of the f1 peak. At low collector currents,

f1 is dependent on transit time, thermal voltage, and collec-

tor current (Fig. 3), while at higher collector currents, the

Kirk effect2 limits f1. Biasing the transistors at the ft peak

would make ft, and hence the delay, dependent on both

transit time and Kirk effect. Although the reduced bias

approach makes the average propagation delay greater, it

reduces the comparator delay variance by eliminating the

device matching requirements for the Kirk effect.
Encoding. To reduce further the effect of comparator delay

mismatch, a compact encoding scheme was chosen that
produces the most benign results for likely invalid states.

Based on simulations of several techniques for binary and

nonbinary encoding, the optimal approach produces an

B-bit binary code at the quantizer output.
As mentioned previously, the a-bit converter is divided

into two 7-bit subsections. The first-level encoding for each

subsection converts the 128-bit thermometer code gener-

ated by the bank of comparators into a 32-bit intermediate

code.
The first-level encoding scheme significantly reduces

metal interconnect by allowing the comparator cells to be
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Fig.4. Comparators are interleaved by four in the quantizer
lC input network.

adjacent to the first-level logic cells, thus saving die area.
In addition, the scheme maintains equal loading on the
comparators to avoid mismatched propagation delay. The
encoding for a 7-bit subsection is given by the following
Boolean logic relat ion:

Blnl  :  tClntCtn + s2l)  + (C[n + o+]Ctr '  + sol l

where B[n] is the nth bit of the partially encoded word,
C[x] is the output of the xth comparator, and n ranges from
1 through 32. This scheme allows comparators to be inter-
leaved by four on the chip layout as shown in Fig. a, yield-
ing a benefit of longer metal runs on the resistor ladder to
improve matching of the one-ohm-per-tap values. For the
final conversion, the encoding algorithm that proved most
tolerant to invalid states was implemented.
Regeneration Time Constant. For any binary encoding
technique, two or more output bits may change for a single
input threshold transition. If the input signal level is close
to the first-stage sampling latch balance point at such a
threshold transition, the comparator output may not have
regenerated to a valid logic level when the output latch
stage is latched. If the encoding logic for any two of the
affected output bits interprets this level differently, an er-
roneous output code can result. Given a uniformly distrib-
uted input, the likelihood P of an error can be derived:3

p :  V '  

"  
t "

Aq

where Vu is the ambiguous voltage range of the comparator
output logic level, A is the analog gain of the comparator,
q is the voltage span between two adjacent input com-
parator thresholds, T is the time available to latch, which
is constrained by the time between the input comparator
and output latch clocks, and t is the comparator positive
feedback (regenerationJ time constant.

Since a binary scheme was chosen to minimize the vari-
able comparator delay problem, the comparator (Fig. 5) is
designed to minimize P in equation 1 above. In a typical
latch, Rs and R6 are effectively zero-valued and only R3
and R4 can be varied. In such a configuration, larger values
of R3 and R4 increase the positive feedback loop gain but
have the undesirable effect of increasing latch recovery
time, the time required for the comparator to go from a
latched state to tracking the input with no memory of its
previous state. Splitting the latch load resistors is key to
achieving an optimal trade-off among latch gain, regenera-
tion time constant r, and latch recovery time. The sum of
resistors R3 and R5 (identical to R4 and R6, respectively)
is made large to increase the positive feedback loop gain,
thus decreasing r. An independent choice of R3 optimizes
latch recovery time. For a fixed sampling period, reducing
the latch recovery time increases the time available to latch,
T.
Systematic Comparator Delay Mismatch. On a chip large
enough to house 256 comparators, the mismatch in the
propagation of the input and latch signals can generate
significant amounts of error. These signals are routed on
separate lumped RC lines. Because of the RC characteristic
and the short length of the line, no attempt was made to
terminate the line in its characteristic imoedance. Model-

Analog
Inout

Fig.5. Quantizer lC comparator cell schematic.

( 1 )
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ing the Iumped open-circuit line as a distributed system,
the velocity of propagation for a line that is short compared
to the wavelength of the applied frequency is:n

- q

l o c i t y : - j  ( 2 )

where s is complex frequency, y is line position (y : o at
the end of the line), and 1 is the line characteristic. The
line characteristic is dominated by distributed metal resis-
tance, distributed metal capacitance, and lumped transistor
capacitance. Inductance is negligible in the frequency range
of interest on IC metal traces for the purposes of propagation
delay. Distributing the transistor capacitance, the line
characteristic is given by:

l :  VRcs  ( s )

Substituting equation 3 into equation 2 gives the velocity:

ve loc i ty :  -

By integrating the inverse of equation 4 from some point y,
on the line to the end of the line, the propagation delay is
found:

a"tuy : R?Yi
4

Optimal matching of RC between the input line and the
Iatch line is achieved by running both lines on the same
layer of metal and matching the transistors connected to
the line. Nonideal matching would be seen as eight
parabolic lumps over the input range of the converter. The
number eight arises from the interleaving of comparators
by four (Fig. +) in each of the two 7-bit subsections. Beat

+Full scale

fs = 250 MHz
fi" = 125 MHz - 100 Hz

-Full Scale

Fig.6. Beat frequency plot for a signal at 125 MHz -100
Hz sampled at 250 MHz.
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frequency testings can be used to measure this effect. * The
plot in Fig. 6 shows such a test under the most severe
conditions-sampling at the maximum rate with an input
frequency near half the sampling rate. The data has been
decimated by plotting every other point to realize an effec-
tive sampling rate of 125 MHz. As expected, the nonlinear
delay shows up as parabolic distortion, which can just be
perceived riding on the rising edge of the sine wave. This
amounts to mismatch on the order of t0 ps over the entire
line. Analytically, this kind of nonlinearity can be treated
as frequency modulation by Bessel functions,6 giving

energy in the 21st, 23rd, and 2Sth harmonics for a ful l-scale
input.
Distortion Sources. As can be seen in Fig. 7, both second

and third harmonic distortion increase at high input fre-
quencies. Second-order distortion HD, is a result of the
nonlinear base-collector capacitance C;. of Qt in the input
Iatch (Fig. 5) and the finite source resistance driving C;..
This source resistance results from the op amp output im-
pedance and series resistance in the op amp/quantizer in-
terconnect network. Analysis using Volterra series gives

the result:

HDz :
Vo<oC1rR

2VT + (2.'C.Rf

where Vo is the magnitude of the fundamental, to is the
input frequency, C;, is the linear voltage coefficient, that
is, the coefficient of the V1 term in a power series expansion
of C;"(V), C;6 is the constant term in the power series expan-
sion of C;.(V), and R is the source resistance. Since the
source is inductive as well as resistive, R could be replaced
with a more complex expression that takes the inductance
of the source into account.

Third-order distortion arises from multiple sources. In
addition to the nonlinear RC mechanism lust discussed,
the latching of high-slew-rate signals by finite-rise-time
latch signals can generate third-order distortion. This latter
effect can be understood by referring to the simple latch
'Beat frequency testing is a technique of undersampllng a highJrequency input sine wave
at a rate slightly ollset from the input frequency. The input frequency is mixed to a lower
frequency where it can be vrewed rn detail.
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Fig,7. Distortion and effective bits versus frequency for the
analog-to-digital converter of the HP 51BSA Waveform Re-
corder.

Eflective Bits



of Fig. g. If the latch command is in the track mode, all of Input
the current passes through the lefthand differential pair voriase
and the output follows the input. As the latch command
state is slowly changed, some current starts to flow in the
righthand pair. The input-output transfer function starts
exhibiting hysteresis because of the positive feedback of
the righthand pair. As more current is switched, the amount
of hysteresis increases until the circuit is fully latched. If
the latch command is switched at full speed, the circuit
still passes through the period of increasing hysteresis,
although quickly.

A quasistatic analysis of the two upper pairs in Fig. B
results in the hysteresis boundary:

Vi :  2Vttanh 1[[I t l I1) - $ri l r) tanh (V1/2V,)] (5)

where V1 is the hysteresis boundary as viewed from the
input, V, is the thermal voltage, I, is the total comparator
stage current, I, is the sum of the emitter currents in the
righthand pair, I, is the sum of the emitter currents in the
lefthand pair, and V1 is the logic level, I,R;. Assuming that
the currents I, and I, switch uniformly with time, equation
5 is plotted as a function of time in Fig. 9. Also plotted in
Fig. 9 are lines representing two signals, one quickly vary-
ing, the other slowly. As long as a signal stays within the
area labeled "latched region" after initially entering this
area, the signal will be latched correctly. But if a signal
enters the latched region and then leaves it before being
latched, it will be latched incorrectly.

To see how errors arise, first consider a slow-moving
signal. Since it enters the hysteresis boundary from below
and later is latched low, we can think of the sample instant
as occurring near the onset of the hysteresis, before point

A in Fig. 9. Now consider the fast-moving signal. It also
enters the hysteresis boundary from below but passes above
the hysteresis boundary before being latched, resulting in
a high value. In this case, the sampling instant is effectively
after point B in Fig. 9, later than for the slow-moving signal.
Since this speed dependent delay occurs equally for both
rising and falling inputs, it results in odd-harmonic distor-
tion.

Input

Sample
Command

Unlatched 1
Slorr-

Moving
Signal

Latched Region

1- Hysteresis
Boundary

Fig. 9. Hysteresis boundary versus time for the latch of Fig. B.

Assuming that signals are constant-slew ramps over the
input range near the comparator threshold, and that tail
currents switch uniformly with time, the projected error
boundary based on equation 5 is :

V . . . :  V 1 ( t 1 )  -  ( t r  -  t " ) *

where V, is given by equation 5, t, is the time that describes
the states of currents I, and I, when a constant-slew signal
is tangent to the hysteresis boundary, and to is the time
that describes the states of currents I, and I, at the onset
of hysteresis.

This hysteresis-based source of distortion can be reduced
by using lower values of R1 through R4 (Fig. 5), which
reduces the slew rate seen by the sampling latch circuitry.
The split load scheme of the latch portion is particularly
helpful in keeping R3 and R4 low.

Distortion in the Signal Conditioning Path
Having taken great care to realize unsurpassed dynamic

performance in the B-bit quantizer, we could not allow the
analog signal conditioning path to compromise this perfor-
mance. Components in the analog chain are therefore de-
signed with aggressive goals for low distortion, low noise,
and wide bandwidth. The input stage of the preamp pro-
vides a useful vehicle for discussion of several design issues
related to distortion.

A high signal-to-noise ratio is desirable to minimize the
rms noise during a measurement. Increasing the signal
levels to maximize the signal-to-noise ratio must be bal-
anced with the errors introduced by the resulting increased
levels of distortion. Second-order harmonic distortion is
proportional to the input signal level and third-order dis-
tortion is proportional to the square of the input signal
level.
Preamp Hybrid. The preamp (Fig. 10J is based on a pair
of custom bipolar integrated circuits produced in HP's 5-
GHz-l-1 high-frequency bipolar process. The input cascode
transconductance of the amplifier is selectable for three
values in a 1,-2-4 sequence by effectively switching theFig.8. Simple latch.
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AV""t

Ai : arAv I arLvz + arAv3 +

rl/here

' i : v , + R r

o r : 0
-V- I

- r  - 1  
, t \ /  +  p n {

Assuming a sine wave input, Av : Asin(ot),  no offset,
and low distortion levels such that second and third-order
harmonic distortion are dominated by the second and third-
order nonlinearities, respectively, the distortion terms are:

(s)

HD, :  t i a t  a  :  0'  '  
z d t '

HD. : lj l ln' : --- tr!- 
A'- - - J  '  4 a '  ' - -  4 s ( v r  +  R l ) r  "

(10 )

( 1 1 )

Cascode Transconductance Input

Fig. 10. Simplified input preamplifier schematic diagram.

value of the emitter degeneration resistance R. With one
of the inputs incrementally grounded, the single-ended-to-
differential conversion is performed. Examining distortion
from this stage, the simplified transfer function for the
emitter degenerated differential pair of transistors Q1 and

Q2 can be derived from:

Av :2V t tann - '  ( r r 4  )  +  na i

where Av is the differential base voltage Vue, - Vuer, V,
is the thermal voltage, Ai is the differential collector current
I.q1 - I.q2, R is the emitter degeneration resistance, and I
is the emitter and collector bias current ignoring B effects.

Using a Taylor series expansion and collecting the,terms,

/ v , \ v , ^v ,
A u : ( i + R ) A i  +  

1 2 i A i ' +  B 0 r 5 - - - - - - A i "  
+ . . .  ( 7 )

\ r  t

Inverting this equation gives the transfer function:

I V , I ^
4 i : , - A v  

r  A " J  1 . . .  ( B )
vr r ,.i i-z(Vr + RIf 

-"

The output differential current is of the form
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For the maximally stressed gain range and operating con-
d i t ions  o f  I  :  B  mA,  R :  17Q,  V t  :  26  mV a t  25"C,  and
maximum input level A : 50 mV, the dominant distortion
term is HD3 : - 70 dB. In practice, HD, is generated by
internal mismatches and offsets in the input signal result-
ing in distortion terms up to the level of HDr, but these
have been ignored in the analysis.

SAW Oscillator
An important source of error in any high-speed analog-to-

digital converter is the phase noise, or cycle-to-cycle jitter,

of the oscillator that provides the master sampling clock.
Time jitter of the clock alters the time between successive
samples in a random fashion. This time jitter can be directly
related to amplitude errors at the output of the ADC. If the
jitter of the oscillator is too high, it contributes to sampling
errors (amplitude noise) for points sampled on the high-
slew-rate portions of input signals. As a practical design
goal, the jitter of the oscillator should be low enough to
produce no more than lzq of amplitude error under the
worst-case conditions, where q is the average voltage span
between adjacent comparator thresholds.

The worst-case phase noise requirements for the master
reference oscillator of the HP 5185A are strict. Assuming
that the Nyquist sampling theorem is not being violated,
the worst-case conditions are:
r Sampling at sine wave zero crossings
r Maximum sample rate of 250 megasamples per second
I Input frequency oI t25 MHz
I Full-scale signal at the input
r Maximum memory record length of 64K words.

Under these conditions the jitter requirement corre-
sponding to amplitude noise of no more than lz LSB is 2
ps rms, which is computed from the following equation:

1
o*(r) <

2N*t rr f i"  (2.b)



Flicker-of-Frequency Process

200 ps

20 ps

2 p s

f" = 2.5 MHz

lr^= +
(Worst Case)

r=4 ns x 64K

Fig. 1'1. Time-domain phase noise requirement for the HP
51854.

where f1. is the input frequency, N is the number of bits,
and 2.5 is taken to be a peak-to-rms conversion for a Gaus-
sian distribution.T This jitter requirement must be held for
the duration of a worst-case measurement, which is four
nanoseconds per sample times 64K samples per measure-
ment, or approximately one quarter of a millisecond. The
white phase noise floor, shown in Fig. 11, defines the jitter
performance requirement under worst-case conditions.
This plot shows rms jitter o"(t) versus time r, where r is
the total measurement duration. Note that the worst-case
requirement is relaxed for lower input frequencies and sam-
ple rates.

The time-domain plot of Fig. 11 can be transformed into
a frequency-domain plot of the phase noise requirements.8
Fig. 1.2 is such a plot showing the SSB phase noise spectral
power density (in dBc/Hz) as a function of offset from the
carrier (in Hz). Fig. 12 shows that the 2-ps noise floor re-
quirement derived in the time domain transforms into a
noise floor of t+A dB/Hz below the carrier in the frequency
domain.

The requirements can be directly compared with the
measured phase noise performance of the HP 5185A oscil-
lator, also shown in Fig. 12. The overall system perfor-
mance is dependent upon the integral of the phase noise
margin over the full bandwidth of the system. The cumula-
tive margin is large compared to the cumulative Ioss of the
corner violation shown, so the corner violation has little
effect on the overall system performance. (The narrowband
spikes in the 100-kHz-to-40-MHz range are artifacts of the
measurement system.)
SAW Oscillator Phase-Locked Loop. Fig. 13 shows a block
diagram of the surface-acoustic-wave (SAW) phase-locked
loop (PLL). The heart of this circuit is the voltage-controlled
oscillator (VCO). The SAW VCO provides the sampling
clock to the ADC in each channel.

The major components of the VCO circuit use custom
technology. The crystal is a SAW device developed for this
product at Hewlett-Packard's Santa Rosa Technology
Center.e The SAW device was selected because of its excel-
lent phase noise characteristics. It is a fundamental-mode
device, which can be modeled as an LC series-resonant
circuit, allowing a simpler design than most RF oscillators.

The active device chosen for the SAW VCO is a differen-
tial amplifier made from custom emitter-coupled logic fab-
ricated at the Santa Clara Technology Center. This differen-
tial amplifier was selected for its low phase noise floor and

because i t  can del iver fast edge speeds (tro-uo - 350 ps).
Maintaining fast edge speeds throughout the sampling
clock chain minimizes the phase noise contribution of each
stage in the chain. To preserve the quality of the VCO
output, the encode multiplexer, synchronizer, and output
drivers are also implemented in custom emitter-coupled
logic.

The phase-locked loop operates in the same fashion as
most conventional phase-locked loops. Phase-locking al-
lows the VCO to take on the superior aging and temperature
stability of the reference (internal or external) while retain-
ing its own short-term stability. Phase-locking to an exter-
nal reference also allows the user to stabilize the phase
relationship between the sample clock and the input
waveform, provided that the input waveform is coherent
with the reference.
Design Considerations. The noise process that dominates
the SAW phase-locked loop jitter performance is the white
phase noise process. This process is a result of the noise
floor of the differential amplifier used in the SAW VCO.
Buffer stages between the VCO and the ADC sampling clock
input also degrade the noise floor of the sample clock. This
degradation can be calculated using a root-sum-squares
formula. For example, adding a second stage with a noise
floor identical to the VCO noise floor will degrade the noise
floor of the sample clock by 3 dB. A third stage will degrade
the noise floor by an additional 1.77 dB, and so on. There-
fore, minimizing the number of buffer stages is important.

The differential amplifier, like all amplifiers, has 1/f
noise around dc and has some inherent nonlinearities. In
an oscillator, these nonlinearities mix the 1./f noise onto
the carrier. The SAW resonator, modeled as a second-order
bandpass filter, produces a 1/f2 process. Mixing 1/f with
1./f2 produces the 1/f3 phase noise process shown in Fig.
12. Consideration must be given to both the amplifier
linearity and the Q of the crystal since together they deter-
mine the corner frequency between the white phase noi.se
floor process and the 1/f3 process. This corner frequency
becomes more important for longer measurement dura-
t ions.

-  100

-120

-140

-  160

10  100  tK  10K  100K  1M 10M

f (Hz)

Fig. 12. Frequency-domain phase noise requirement and
actual performance.
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There is another noise floor closer to the carrier-the
noise floor of the phase detector. This noise floor and the
1/f3 process meet at an offset from the carrier of approxi-
mately 'l,ooHz. This offset provides the optimal bandwidth
for the low-pass filter that follows the phase detector. If
the bandwidth is too wide, the 1/f3 performance of the
SAW resonator will be degraded. If it is too narrow, the
phase detector performance will be degraded.

The pulling range of a VCO is the amount by which the
VCO frequency can be shifted from the nominal frequency
by varying the input control voltage. The pulling range
must be large enough to compensate for the aging rate of
the SAW resonator, the temperature dependence of the
SAW device's parameters, and center frequency tolerances
in the SAW manufacturing process. However, when the
pulling range is increased, it is at the expense of the overall

Q of the circuit. This increases the phase noise in the 1/f3
region and pushes the corner frequency outward. The pull-
ing range of the SAW oscillator is maximized through the
use of back-to-back, low-capacitance varactor diodes in
series with the SAW resonator in the oscillator feedback
loop.

Making Effective Bits Measurements
Effective bits is a figure of merit used to quantify the

contributions of all forms of distortion and noise added by
the measurement process: quantization error (differential
nonlinearities, missing codes, and aperture uncertainty),
integral nonlinearity (harmonic distortion), and system
noise (additive noise and spurious nonharmonic spectral
components). The method of measuring effective bits de-
scribed in previous publicationss'1o and now generally (but
not universally) used for specifying the performance of
digitizing instruments uses sine wave curve fitting. The
test technique involves making a measurement of a single-
frequency sinusoidal input, estimating the actual input by
fitting a sine wave to the data using a least-mean-squared-

error algorithm, then calculating the residual rms error in
the measured data relative to the fit sinusoid. Effective bits
is then defined as follows:

where N is the number of bits of resolution of the digitizer
being tested, E".,.u1 is the residual rms error in the measured
data after subtracting the fit sine wave, and E14".1 is the
expected value of the rms error an ideal N-bit quantizer
adds to a uniformly distributed input signal, ql\/tz,where
q is the voltage span between adjacent comparator thresh-
olds.

Since the effective bits parameter is sensitive to all forms
of distortion and noise, it is important that care be taken
to ensure that the test system used to evaluate the perfor-
mance of an instrument under test makes no significant
contribution to the detected rms error.

The basic test setup required to measure the effective
bits performance of a given instrument is shown in Fig.
14. The bandpass filter is present to reduce harmonic dis-
tortion components from the generator output to a negli-
gible level and to ensure that no signal-generator-produced
or coupled low-frequency noise is present at the input to
the instrument under test. The major sources of potential
errors in the measurement of effective bits are signal
generator phase noise and amplitude errors (inaccuracy of
the signal generator output, losses in the bandpass filter,
and cable losses).

Signal generator phase noise represents a deviation from
the ideal sine wave assumed to be present at the input.
The nearly uniform sampling of the instrument under test
translates signal generator phase noise into amplitude er-
rors, which are most pronounced near zero crossings. These
errors are readily detected in effective bits measurements.

Effectivebits : N - .r, (I*r* )

ADC 1
Sample Clock

ADC 2
Sample Clock

Oul ol Lock

External
Reference

(1 ,2 ,5 ,10  MHz)

Erlernal
Encode

(DG to 250 MHz)

Ffg. 13. 250-MHz SAW oscillator phase-locked loop system
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Frequency Relerence Locking Connection

Fig. 14. Effective blts test setup.

An HP 86624 Synthesized Signal Generator is used in all

HP 5185A test systems at the factory because of its excellent

phase noise characteristics.
Since the effective bits parameter measures distortion as

well as noise, testing will be sensitive to variations in the

input amplitude when measurement distortion is not neg-

ligible. This generally occurs at higher input frequencies'

The absolute accuracy of the synthesized signal generator,

specified at a1 dB, plus attenuation of the fundamental

by the bandpass filter, require amplitude compensation of

the generator output to provide the proper amplitude at

the input of the instrument under test. In production test-

ing, these losses are corrected by identifying the amplitude

settings that result in the proper signal amplitude at the

instrument under test. This is accomplished through an

automated calibration procedure using an HP 43BA Power

Meter with HP B4B2A Power Sensors. Amplitude errors of

a few dB are reduced to well under i0'5 dB through this

calibration process.
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Fixed-Frequency Sine Wave Curve Fit

Estimation of the rms error contributed by the quantization
process is the purpose of sine wave curve f i t t ing. A sinusoid f i t
to the input data using a least-mean-squares algori thm is as-
sumed to represent the actual input signal presented to the digi-
t izer being tested. As discussed in the accompanying art icle,
the effective bits parameter is based on the rms noise power
present in the error signal-the dif ference between the digit ized
data and the f i t  sinusoid-over the oeriod of the measurement
record.

Any f i t t ing algori thm f i ts a sine wave of the fol lowing form:

V;n(n) : Vo + V. cos (2zrf,nnT"u-pr. * d)

A general ized f l t t ing algori thm requires f i t t ing the parameters
Vo, Vu, f in, and @ in the above equation. Such f i t t ing algori thms
are iterative and therefore time-consuming and prone to undesir-
able convergence behavior because of the nonlinear relat ion
between oarameters.

Connecting the ExT REF input of the instrument under test to
the signal generator reference output phase-locks the sampling
process to the input signal. The frequency of the input sinusoid
is thus known to suff icient accuracy to enable use of a simpli f ied
sinusoidal curve f i t t ing algori thm.

To derive the simpli f ied algori thm, f i t  a sinusoid of the fol low-
ing form to the input data:

xn : Acos(otn) + Bsin((otn) + C

where o is 2rf;n, f ,n being the known input frequency. and the tn
are the sample t imes.

Given a data record yn of M samples of the input sinusoid
measured at times tn (in practice, uniformly separated by the
sampling interval,  T".-pre), the total residual error e ol the mea-
sured data relative to the fit sine wave is oiven bv:

M t\,4
. :  )  ( y u - x n ) ' =  )  [ y n - A c o s ( o t r )  - B s i n ( o t u )  - C ] 2

K : l  k = l

Setting the partial derivatives with respect to the parameters
being fit to zero gives:

d e  g -
0 : ;  :  -2  )  [ yn  -Acos(or tp ) -Bs in (o t * )  -C]cos(<otp)

o A  k = 1

a- l\'4

0:  *  :  -2  I  [V*  -Acos( to tp ) -Bs in ( to t * ) -C]  s in (o t i )
d 6  k : 1 -

d e  g .
0 -  +  =  - 2  )  [ v n  

- A c o s ( o t i ) - B s i n ( o t j - C ]
o v  k = 1

Defining ok : cos (tot*) and Fx : sin (tot1) gives

The f i t  parameters are thus given by the solut ion to the l inear
eouation

t\,,1
S rr.

M M
: A ) . o , + B  ) . 6 , + C M

k : l  k : l

which  is

wnere:

Y : U X

X :  U - rY

x:ti.tI
I
M

*l vn"n

ul vnFn

J,"

U :

Is
t-
t

l\il l\,4

o l  )o rp*  )  * *
k = 1  k : 1

N,4 t\,4
o*Fr  2  B? lBu

k = 1  k : 1

c 1  I B n M

Adding one more sum,

t\,,1
€6-  ) ,  v i

k :  l

The total residual error is given by:

€ : € o - 2 A Y 1 - 2 8 Y 2 - 2 C Y 3
+ A2U11 + zABtJf_ + 2ACU'.
+ B2l)22 + 2BCU23 + MC2

and the rms error is then:

Using this fixed{requency curve fit has reduced test computation
time by a significant factor over the previously used variableJre-
quency curve f i t .10 FixedJrequency sine wave curve f i t t ing is a
closed{orm, noniterative solution ensuring convergence. The
fixedJrequency curve fit thus provides a faster, more reliable
measure of effective bits oerformance.

\6-ac lua l

I\,,I M M

p v*o* : o 
*J-, "i 

+ B) ctlBp +

M M M

) ynBr : A 
*l 

ctffl+ Bk> P? +

tn)r"*

t\4
c )F *
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Packaging a High-Performance
2s0-Megasam ple-per-Seco nd Analog-to-
Digital Gonverter
by Patrick D. Deane, Simcoe Walmsley, Jr., and Farid Dibachi

USTOM INTEGRATED CIRCUITS in the analog
signal path make the superior measurement perfor-
mance of the HP 51BbA Waveform Recorder possible.

As integrated circuits deliver higher levels of performance,
particularly at high frequencies, greater care must be taken
to ensure that this performance is not squandered by compo-
nent packaging. The fundamental objective of the packaging
scheme used in the HP 51854 was to achieve maximum
performance from the custom chip set, taking into account
not only electrical performance but also reliability, produc-
ibility, and serviceability.

Previous high-performance analog-to-digital converter
(ADC) measurement systems have used either thick-film or
thin-film hybrid technology. Several modifications of stan-
dard thin-film hybrid technology were developed to achieve
the performance goals of the HP 5185,t.

Packaging Requirements and System Objectives
The objective of the HP 5185A is to provide an B-bit, 250-

megasample-per-second analog-to-digital conversion system
with superior distortion, noise, and pulse response charac-
teristics.

Basic initial requirements imposed on the ADC packaging
scheme were:
r Analog signal paths of the circuit must have frequency

response significantly better than the system bandwidth
of 12b MHz.

r Digital and clock paths of the circuit must accommodate
2SO-MHz signals with transition times as low as 500 ps
and pulse widths of 1..3 ns.

r Integrated circuit junction temperatures must be less than
125"C at the maximum instrument ambient temperature
of ss'C.

r Circuits must be removable from the large-area printed
circuit board that supplies I/O paths, control, and power.
A block diagram of the circuitry on the ADC hybrid is

shown in Fig. 1. As integrated circuits were designed to meet
system objectives, each imposed its own requirements on
the circuit packaging. The quantizer IC, the heart of the HP
51854, was designed for maximum dynamic performance.
Implemented as a flash converter, it consumes 14 watts. Its
high current requirements (for example, one supply draws
2,t) made it necessary to feed power to all four corners of
the IC. The part is very large for a 5-GHz-f1 chip, 0.220 inch
square. The subnanosecond edges on input clocks and data
outputs call for careful consideration of transmission line
termination and crosstalk issues.

An operational amplifier IC with a Z-GHz gain-
bandwidth product was specifically designed to drive the

quantizer IC's large input capacitance of 25 pF. To achieve
the required performance, the op amp requires external
pnp transistors and small-area precision resistors. Its out-
put is physically close to the quantizer input to minimize
high-frequency distortion (see article, page 39).

Requirements for external pnp transistors and tight-toler-
ance resistors naturally led to a choice of either thick-film
or thin-film hybrid technology. Aside from their cost ad-
vantages, thick-film circuits combine good resistor#with
the possibility of conductive vias to a backside ground
plane and trace crossovers. Thick-film conductors also
have lower series resistance than thin-film conductors.
Thin-film technology offers resistors with better tolerance
and drift specifications. Thin-film resistors also require
less substrate area, which lowers parasitics and allows
tighter packing of the circuits. The ideal would be a com-
bination process offering the resistors and small features
of thin-film technology along with the trace crossovers,
conductive vias to substrate backside, and high-conductiv-
ity traces of thick film.

Substrate Technology
The substrate process developed for the ADC hybrid of

the HP 51854 is a modification of thin-film technology
that combines the advantages of thin-film resistors with
conductive vias to a backside metallization pattern. This
backside metal pattern can be used both as a large ground
plane and as a cross-under for top-layer crossing traces.

Data
Bits

Trigger
Bits

=Registel
Clock

=Sample
Clock

Fig. 1 . ADC hybrid block diagram. The electrical and thermal
requirements of the hybrid packaging scheme revolve around
the ouantizer lC.

700(}

External
Chip
PNP
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The pattern plat ing process also al lows unusually thick
gold for a thin-f i lm process.

Substrate processing begins with an unmetal l ized
ceramic substrate. Top and bottom surfaces of the substrate
are treated with materials to prevent laser slag from ac-

cumulating. A laser is then used to cut holes in the substrate
where the vias wil l  be located.

Creation of vias in thin-f i lm technology has much str icter
requirements than in thick-f i lm technology. Sputtering thin
metal f i lms onto a substrate requires a smooth substrate
surface. For sputtered metal to st ick to the laser-dri l led
holes, the inside surfaces of the holes must be smooth and
free of cracks. To achieve the desired surface, a cleaning
and ref ining step is performed after laser dri l l ing.

Thin f i lms of TarN resistor material,  a TiW adhesion
layer, and gold are in turn sputtered onto the substrate,
taking special care to ensure that the films are sputtered
inside the holes.

Negative photoresist is appl ied with a rol ler coater and
then exposed through a mask with the conductor pattern

on it. After the unexposed resist is washed away, the re-

maining resist is used as a plating mask. Metal areas not

covered with developed photoresist are plated up from an
init ial  gold thickness of a few hundred nanometers to 5 to
10 pm thickness. After plat ing, the resist is removed and

a quick gold etch removes the gold from areas that are not

conductors. This plat ing process produces a thin-f i lm trace
with very high conductivity and excellent line definition
(F ig .  2 ) .

Thin-film resistors are then formed using the resistor
mask. After oven stabilization. these resistors are trimmed
to their f inal values using a pulsed current technique.

Fig.2. 420 x magnif ied photograph of sptral inductor traces
on the preamp hybrid. The traces are 50 pm wide on a 100-pm
pitch and are 10 p,m thick. Pattern plating gives the advan-
tages of thinJilm technology with a factor of 20 improvement
in trace conductivity.
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Thermal Performance
In addit ion to state-of-the-art substrate technology, a dif-

ferent approach had to be taken in the thermal design of
the package. Standard chip-on-substrate hybrid technology
cannot accommodate the 14W power dissipation of the
quantizer.

The rel iabi l i ty of an electr ical component is an inverse
function of operating temperature. Since the quantizer IC
dissipates 14W of power and is O.22O inch square, i t  domi-
nates the requirements for the thermal performance of the
package. To maintain IC rel iabi l i ty, the design goal was to
keep temperatures on the ICs below 125"C at a 55'C am-
bient. For a 14W IC, this requires that the junction-to-air

thermal impedance be less than S'C/W. By comparison,
standard ECL f latpacks or ceramic chip carr iers have ther-
mal impedances of 50 to 100"CM, depending on air f low.
Standard thick-film or thin-film hybrid packaging tech-
niques are also inadequate, since they typical ly invoive
epoxy die attach to a ceramic substrate in int imate contact
with a large-area heat sink. The quantizer die temperature,
when mounted to a 2-inch-square alumina substrate, can
be approximated using a simple one-dimensional model
(Table I),  assuming that either nonconductive epoxy (Case

#L) or conductive epoxy (Case #2) is used for quantizer

die attach, and assuming that the rest of the circuitry on
the hvbrid dissioates 2W.

Table I

ADC Thermal Analysis
Standard Hybrid Packaging

Thermal Z Power Temperature Rise
"(C/watt) (watts) Case#1 Case#2

Nonconduct ive epoxy 4.8
Conduct ive epoxy 1.0
Alumina
Alumina/heat sink
Heat sink/air

1,4 67"c
1.4

0 .9
4 . 2
2 . O

13"c
59'c
32"c

77L"c
<70'c

14"c
13 'c
59'c
32"c

118"c

I4
t4
1 6

function temperature rise above ambient:
Requirement:

;d

The table shows that the el imination of nonconductive
die attach material is a necessary but not sufficient condi-
tion to meet the requirement that the IC operates at a tem-
perature no greater than 70"C above ambient. Given an
optimum heat sink design and the use of conductive epoxy,
the only remaining thermal impedances that can be im-
proved upon are those of the alumina substrate and the
interface between the substrate and the heat sink.

The thermal performance of both the substrate and the
interface to the heat sink is a direct result of the mediocre
heat conductivi ty of alumina (Table II) ,  Substi tut ion of a
metal for the alumina in the thermal path has the obvious
advantage of an order-of-magnitude better thermal conduc-
tivity, which lowers the heat rise across the bulk material.
More important, the improved heat spreading angle that
results leads to a much larger effective area at the interface
with the heat sink. A similar scheme of direct attachment
of the silicon die to a low thermal impedance via a metal
spreader is used in several commercially available VLSI
pin-grid array packages.



Tablc ll

Thermal Conductivities of Selected Materialsl

the type of result obtainable from this program (another
example is shown in the cover photograph). Running under
HP-UX, the program allowed the hybrid designers to test
assumptions about heat sink design, chip placement, and
chip attach techniques while monitoring component tem-
peratures. Thermal data taken later from actual hybrids
confirmed that the model was correct to within 5'C.

Attachment of a large-area IC to metal has another set of
problems.a The thermal coefficient of expansion of silicon
is 3 ppm/'C. Typically, metals have coefficients of expan-
sion of about 20 ppm/'C. If a hard solder is used to attach
the IC to the metal, stresses built up as the temperature
changes lead to cracking of the silicon die. If soft solder or
conductive epoxy is used to attach the die to the metal,
thermal cycling leads to work hardening of the die attach
material. Eventually, cracks form in the die attach material,
resulting in increased chip temperature because the ther-
mal impedance of the joint has increased. For circuits that
are sensitive to temperature, this will lead to performance
drift over time. Eventually, the IC will either detach itself
completely from the metal or fail because of elevated junc-
tion temperatures.

To meet the requirements of metal-like thermal conduc-
tivity and limited differential thermal expansion, a sintered
tungsten-copper heat spreader was chosen. These metals
are being used as heat spreaders in state-of-the-art elec-
tronic packages because of their combination of thermal
conductivity and thermal coefficient of expansion. The co-
efficient of 9.5 ppm/'C is a good match to alumina (B ppm/'C)
and a much better match to silicon than other metals.

lnterconnect
The ADC hybrid requires a large number of connections

to the printed circuit board supporting it. The interconnect
system must meet high-frequency and high-current electri-
cal performance requirements. The realities of production
and field repair of the instrument also require the ability
to remove and replace hybrids without the risk of destroy-
ing either the hybrid or the printed circuit board.

Analog signals being measured by the HP 5185A have
nominal bandwidths greater than 725MHz Clock and data
signals to and from the ADC hybrid are 100K ECL-like
signals with subnanosecond rise times. In a system with
only a few I/O pins, special RF connectors might be a good

Material

Alumina
Aluminum
Beryllia
Copper
Diamond
Glass
Silicon (doped)
Tungsten

Thermal Conductivity
(watts/cm-"C)

o .276
2 . 1 7
1 .969
3 .937
6.299
0.008
0.984
1 .969

The structure ultimately chosen for the HP 51854 ADC
hybrid (Fig. 3) achieves optimum thermal performance
while preserving the advantages of thin-film substrate tech-
nology. A thin-film alumina substrate, having a laser drilled
hole slightly larger than the quantizer die, is processed to
form the hybrid resistor and conductor patterns. This sub-
strate is attached to a metal plate using nonconductive
epoxy. The quantizer IC is attached through the hole in
the substrate directly to the metal plate using a conductive
epoxy. The metal plate acts as a heat spreader in intimate
thermal contact with a very good heat sink to complete the
thermal path.

Many alternatives were evaluated during the packaging
investigation. Simple one-dimensional thermal analysis
had its place in the design process; it eliminated techniques
having no chance of success. However, reality takes the
form of a three-dimensional hybrid with several heat
sources and is much more difficult to analyze. Real heat
transfer problems require a solution to differential equa-
tions for which closed-form solutions do not exist, By
simplifying the boundary conditions and by using Green's
function, it was possible to develop a program to solve the
three-dimensional heat transfer problem for a multilayer
structure using a convergent infinite series.z'3 Fig. 4 shows

- Connector Backing Plate

'r, 
/ 

Elastomeric connector

, ,/ 
oP AmP lc

\ .  I  i  a euant izer lC

' Epoxy

Tungsten-Copper
Heat Spreader

Heat Sink

Flg.3. Ihe ADC hybrid assembly scheme provides excellent
thermal conductivity and electrical pertormance and allows
easy removal frcm the printed circuit board for service.

Ffg. 4. A special thermal modeling program gives rcalistic
themal predictions.
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approach. However, the ADC hybrid has two RF signal
inputs, one RF signal output, four high-speed ECL clock
inputs, 12 ECL data l ine outputs, two ECL clock outputs,
and over 30 dc power and reference l ines.

Since the only chance for success in a broadband mea-
surement system is to preserve a uniform transmission en-
vironment on l ines with any signif icant length, a planar
connector was developed to preserve the characterist ics of
control led-impedance l ines. I t  uses a metal pattern of O.OOS-
in l ines on 0.01O-in centers that connects the 50O transmis-
sion l ines on the hybrid to the printed circuit  board. This
metal pattern is plated on a dielectr ic and backed by an
elastomer. A metal backing plate presses the elastomer
t ightly against the contacts (see Fig. 3).

Past designs of connectors relying on compressed elas-
tomeric pressure contacts demonstrated two problems. In-
sufficient strength in the backing plate can lead to contact
failure caused by deformation of the backing member. The
HP 5185A hybrid connector system uses a very strong metal
backing plate with a span of less than an inch between the
screws holding i t  in place. Another class of connector prob-
lems is caused by contaminants deposited on the printed
circuit board copper during board fabrication. If a standard
thin gold flash plating (about 3 g,in) is used, contaminants
can work their way to the surface in t ime, causing a r ise
in connector resistance. This problem has been avoided by
plating the contacts on the printed circuit board with over
4O p)n of gold.

The final connector design easily accommodates the
0.100-in pitch of the hybrid I iO l ines. Early prototypes
using the same concepts handled l ines on a 0.025-in pitch,
but required precise alignment during assembly. Other
published connector designss can accommodate a 0.025-in
pitch, but require unusually precise alignment between the
circuit image and the holes on the printed circuit board.
Since 50O microstr ip transmission l ines on a 0.025-in
alumina substrate are 0.025 in wide, and since a 3-to-1
space-to-trace ratio gives good crosstalk performance, 0.100
in is a satisfactory line pitch. The connector design allows

the ADC hybrid to be replaced by removing eight screws.

Conclusion
The result ing packaging system provides for good trans-

mission l ine matching, good thermal matching, high pin
count, and ease of removal,while maintaining less than a
5"C/nV thermal impedance. Pictured in Fig. 5, the ADC
hybrid has 46 conductive vias for low-impedance connec-
t ions to ground and for power routing on the hybrid, and
71 I/O l ines on 0.100-in centers. The HP 5185A preamp
hybrid (Fig. O) uses the same interconnect system. Although
no conductive vias are required on this circuit ,  the same
pattern plat ing process used on the ADC substrate al lows
the use of 50-prm traces for the spiral inductors in the upper
right corner, without sacri f icing low series resistance.
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Precision Digitizing Oscilloscope
Waveform Analysis, Display, and
lnput/Output
by Douglas C. Nichols

HE HP 5180T/U, HP 5183T/U, and HP 5185T Preci-
sion Digitizing Oscilloscopes each consist of a wave-
form recorder and an analysis, display, and I/O mod-

ule. The waveform recorder is the HP 5180A, the HP 5183,\,
or the HP 5185A. For al l  of the precision digit izing osci l lo-
scopes, the analysis, display, and I/O module is the HP
51089A.

The display is a 9-inch-diagonal 2o4Bx2048-point ad-
dressable vector CRT display that generates high-resolution
text and waveform images (Fig. 1). The precision, wide
dynamic range, and high fidelity of this instrument family
demanded a display of this quality. This display lets the
user view fine detail that cannot be seen on a conventional
limited-resolution raster-scan CRT. A fast refresh memory
system supports the vector display, as shown in the
simplified diagram of the hardware architecture of the
analysis, display, and I/O module, Fig. 2.

System control is managed by a real-time multitasking
operating system that simultaneously handles multiple
processes such as keyboard entry, data analysis, and
waveform display. Real-time refers to the machine's ability
to respond to external events including waveform triggers,
measurement complete signals, time clock interrupts, HP-
IB commands, and keystrokes. These events cause inter-
rupt-driven software routines to be executed internally.
External user interfaces are high-level and user-friendly.
Softkey menus and CRT status displays are used for local
entries. High-level ASCII keyword strings are used for re-
mote entry.

A 6803 microprocessor manages all front-panel inputs

Harvard Architecture:
Data Bus Separate trom

lnstruclion Fetch

GPIO
HP-IB 16-Bir Dara

250 kBytes/s 1 Mwords/s

' Virtual Connection
(Not on Backplane Bus)

.. HP 5180T/U Only

Fig.2. Hardware architecture of the HP 510BgA Analysis,
Display, and llO Module.

including hardkey and data entry knob control firmware
and scanning control for the touchscreen display. Finger
presses on the CRT display are detected when the finger
interrupts a matrix of infrared LED sources and phototran-
sistor detectors. The bezel is molded from an IR-transparent
polycarbonate. The solid construction protects the photo-
electronics from the effects of dust, fingerprints, and harsh
ambient Iight conditions. For better legibility in bright sun-
light, the CRT face is covered by a fine conductive mesh
sunscreen. The sunscreen also provides greater resistance

Fig. 1. The HP 510BgA Analysis,
Display, and llO Module ls used
with the HP 51804, HP 5183A, or
HP 5185A Waveform Recorders
for precision digitizing oscillo-
scope applications. The display is
a 9-inch-diagonal, 2048x2048-
point vector display capable of
showing finer detail than a raster-
scan CRT.
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Wavetorms to Recall

Fig, 3. Ihe HP 510894 takes control of the measurement
process. Wavelorm traffic is controlled by the waveform man-
aget.

to electrostatic discharge.
When the analysis, display, and I/O module is used with

the HP 5180A, HP 51834, or HP 5185,{ Waveform Record-
er, the HP 51089A's microcomputer takes control of the
overall measurement process (Fig. 3). Following capture
of a waveform, the result is transferred to the HP 510894
via a private HP-IB (IEEE 488/IEC 625) bus. The HP 510BgA
hardware architecture features a shared bus design that
allows waveform data transfer from the waveform recorder
to occur simultaneously with program execution. A wave-
form management subprogram directs the machine se-

quencing operations as ordered by the user. Because the
firmware executes in a true multitasking environment, it
is practical to do several things simultaneously, such as
acquiring measurement data in the waveform recorder,
transferring data over the HP-IB, plotting results, and per-
forming analysis operations.

Systems Capabilities
All instrument states are programmable over the HP-IB.

Programming commands are consistent throughout the
product family. A program that runs on an HP 5183U will
run without change on an HP 5180T, assuming it uses
features commoD to both waveform recorders. Simple com-
mands provide significant results. The BASIC program:

OUTPUT@Digitizer;"BMS?"
ENTER@Digitizer;Rms-value

will execute the rms analysis function on the current user-
defined operand and return the result to the external con-
troller. The result will be stored in the variable Rms-vatue.
Teach and learn modes are supported using complemen-
tary commands. The input range is set using the teach
string RANGE 2 V and is queried with RANGE?. Entire instru-
ment setups can be read with a single SET? query. Waveform
input and output can be accomplished using either ASCII
or binary transfer mode. The HP 510BgA maintains com-
plete state information for all waveforms (i.e., sample rate,
trigger position, y-axis range and offset, etc.l. This informa-
tion can be separately read over the bus for complete
waveform knowledge. Using the binary waveform transfer
mode, transfer rates of -250 kbytes/second are achievable.

Because transfer of waveforms from an external control-
ler is supported, it is possible to use the disc, display,
plotter, and analysis even when no waveform recorder is
connected. For example, waveform data, synthesized or

Fig.4. The user interacts with the
optional flexible disc via direc-
rofles.
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captured on some other device, can be transferred, and a
power spectrum measurement can be performed, with the
calibrated result (in either dBm or dBV) read back to the
external controller. The programming interface is both for-
giving on input and precise on output. Examples of forgiv-
ing input include: choice of abbreviated or complete pro-
gram commands (e.g., use TRIGGER LEVEL 1 V or TRIG LEVE
1), case insensitivity, interchangeability of integer/real
numbers, and acceptability of all reasonable terminations
(cR/LF/EOr).

Built-ln Disc Drive
The HP 510BgA features an optional 3.5-in flexible disc

drive that provides storage and recall of waveforms, scalar
analysis results, and instrument setups. User interaction
with the disc is via directories. such as the one shown in
Fig. 4.

The HP 510BSA autonames the stored results using an
ascending numerical suffix, prepended with a character
sequence chosen by the user. Using the HP 51089A's real-
time clock and perpetual calendar, all stored results are
time-stamped with one-second resolution. This provides a
powerful record-keeping utility, especially when many re-
sults need to be stored.

Display Features
We have designed the display subsystem as a peripheral,

which the user can configure to suit the application. For
example, a user may elect not to view the raw measurement
data in an automated testing application because this data
is always directly transferred to an external computer. For
a different application, a user may be interested only in a
frequency-domain view of the input. By defining the raw
measurement data as the source operand for a spectrum
analysis operation and assigning just the analysis result to
the display, a user converts the instrument to a multichan-
nel spectrum analyzer for single-shot or repetitive signals.

The versatility of the display can be enhanced since it
is decoupled from the measurement process. The waveform

Simpte More Data (4096 Samples)-->
1-ot-4

reconstruction algorithms, described in the paper on page
26, further enhance visual detail.

Large waveforms are processed through a compression
algorithm before being displayed. The need for compres-
sion arises whenever the number of waveform sample
points exceeds the actual displayable resolution. The sim-
ple 1-of-N sample decimation scheme often used is a poor
choice, because the displayed waveform will appear to
have been sampled at 1/R of the actual rate, where R is the
ratio of waveform samples to displayed resolution. This
phenomenon, technically termed display aliasing, is unde-
sirable because it presents waveform images that are not a
reasonable representation of the captured signal. Our com-
pression method sorts through waveform data bins of width
2R and selects the maximum and minimum sample values
from each. These extreme values are presented on the dis-
play. The effect is to present a display very much like an
analog oscilloscope or a strip-chart recorder display. That
is, even if the time base is too slow to show detail, the user
can see the maximum and minimum waveform excursions.
Unlike simple decimation, which can fail to show signifi-
cant signal activity, this compression method assures that
signal activity will appear on the screen.

Fig. 5 illustrates the distinction between the simple dec-
imation and compression methods. For this example, a
4096-sample waveform was chosen. With horizontal dis-
play resolution of 1024, only one fourth of the samples can
appear on the display. The upper portion of Fig. 5 shows
the result created by simple decimation-a user could be
misled by this result into thinking that the input remained
unchanged during this time period. The lower portion of
Fig. 5 shows the display result created by the minimum-
maximum compression algorithm. Regardless of the com-
pression ratio, this algorithm never fails to indicate the
presence of signal activity. Seeing an area of interest on
the screen, a user can then zoom in for a detailed examina-
tion of the waveform activity (Fig. 6).

Direct Hardcopy
The HP 510BgA can produce fully annotated output on

any of HP's family of digital plotters. A representation of
the display can be plotted (see Fig. 7 for a typical example),
or an individual waveform can be selected for output in
its entirety. For plots of large waveforms, no more than
1024 samples per page are output; our rationale was that
trying to squeeze more data on a page wouldn't be reason-
able. If an autopaging plotter is being used, the HP 510894
recognizes the capability and automatically ejects the pages
as consecutive segments of the large waveform plot are
completed.

Analysis Capabilities
The analysis, display, and I/O module provides a wide

range of functions categorized as pulse, voltmeter,
waveform math, frequency domain, calculus, frequency
counter, and iterative functions. Many specific functions
are available within each of these categories, some of which
are detailed later in this article. The user has access to four
independent analysis setups. A setup consists of:
r The function to execute
r Input waveform(s) to be analyzed

oecimationl |  |  I  |  |  |--- ' - ' -  
11 15 l ,  l ' r -  l ' ,  l , 'n l ,u 1,,Jd"i*ffi

"" 
u., orro I

Aciivity I
lndicator

A lgor i thm

Fig.5. The compression algorithm in the HP 51089A ensures
that signal activity is never missed.
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r Any possible special modifiers such as a preprocessing
window for frequency domain functions.
Fig. 7 illustrates an analysis setup. The top trace is the

analysis result and the lower traces are the waveforms being
analyzed. The user has selected the waveform add function,
with operand 1 the captured output of a function generator
in swept sinusoid (linear FM) mode, and operand 2 the
modulation signal. Delimitation capability is used here to
isolate different segments of the operands being added.
The vertical lines on the lower traces show the portions
being analyzed, while the status information near the top
indicates the segment of each operand used in the analysis.

Analysis function operation is designed for ease of use.
An operation so natural that it often goes unnoticed is the
automatic execution of the analysis whenever conditions
change to require reexecution. The most obvious condition
causing automatic reexecution is updating of the source

operand. For example, if a new data acquisition occurs and
the acquired waveform is the operand for a SPECTRUM in
dBV function, the analysis result will automatically update
using the newly acquired source waveform. Other condi-
tions that invoke automatic analysis execution are:
r Change of operand (e.g., changing operand 1 from chan-

nel 1 record 1. to a waveform named Pulsesl.
r Change of position or length of delimit window. As the

user moves the delimit window across the source
waveform, the analysis result is continually updated.

I Change of a modifier that affects the selected analysis
function (e.g., changing from HANNING to FLATTOP win-
dow will invoke automatic execution if the function is
SPECTRUM in dBm, but won't cause execution if the func-
tion is AVERAGE FREQUENCY, since the window selection
doesn't affect this result).

H P  5 T A 3 T  D I G I I I Z I N G  O S C I L L O S C O P E
* :  4 . 2 9 9 7 5 E - 3  s :  - l . 2 3 l E + A  V

(a)

H P  5 I A 3 T  D I G I T I Z I N G  O S C I L L O S C O P E
x :  4 . 2 9 9 7 5 E - 3  s :  - I . 2 3 l E + A  V

Fig. 6. (a,) 16K-sample display
shows a macro view of a function
generator turn-on transient. (b)
Display zoomed in on cursor,
showing fine detail.
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Fig. 7. Analysis setup display.
The top trace is the analysis result
and the lower traces are the
waveforms being analyzed.

in Fig. B. The main display mode can be configured by the
user with complete generality; any custom configuration
can be achieved. When the user selects an analysis function
for execution. the firmware in the HP 510BSA first checks
to see if the analysis result (the waveform name ANALYSISI
is reserved for the output of analysis setup 1) is part of the
user-customized display setup. If it is, no display mode
change is needed, since the analysis result is going to ap-
pear on the display. If it isn't, the display is automatically
switched to analysis display mode to force the analysis
result to be seen. The analysis display mode always puts

the analysis result in the top trace and the associated
operand(s) in lower trace(s). Recovery of the user-cus-
tomized setup is accomplished by pressing the MAIN display

L e h g t h :  2 A 4 S

L e h g t h :  2 ' ' 4 8

;  P o s l t i o n  I

zE+a

i T F _ - "  t  H D c  ;  c @ d  8 X - '
I  L 4 2 . 4 6 @ E - 6  ( s ) / d i v  i  Z o o m  4 4 9 6

FNFLYSIS RNFILYSIS RNFILYSIS CLEFR MFIIN
5 E  I  U -  4  S E T U P  D I S P L R Y

Analysis User Interface
Fundamental rules for any machine to be easy to use in-

clude:
I Never surprise the user with internally invoked changes

of instrument state.
r Requested results should always appear automatically

on the display.
Strict adherence to one of the above obiectives may lead

to failure to meet the other. For example, a typical display
presentation is two channels of waveform data. A user who

then selects an analysis function probably expects to see
the analysis result on the display, but this cannot happen
without breaking the first rule. We have chosen to resolve

this dilemma by providing two display modes, as shown

User-Customized SetuP
(Main Display Mode)

Fig. 8. fwo display modes, main
and analysis, ensure thatthe user
sees lhe expected data.
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k"y.
The creation of main and analysis display modes allows

both objectives to be met. The interaction of these modes
is explained by the following table: ;i!J::n,

1 /A

(A -1 )--r
User Expectation

Results appear on
display when analysis
functionis invoked.

Customized display
configuration won't
be destroyed when
analysis function is
invoked.

User wants a visual
representation ofthe
analysis setup.

User wants to view
only the analysis result.

HP 51089A Response

Results always appear, either
automatically or by display
mode change to analysis.

Expectation automatically
met if result is on display. If
change to analysis display
occurs, user recovers custom
display setup by pressing the
MAIN displaykey.

Pressing the ANALYSIS display
touchkey will assign the analy-
sis result to the top trace and
the analysis operand(s) to
lower traces. Any operand
delimitation wil l appear visu-
ally as dashed vertical lines on
the operand waveform(s).

Pressing the ANALYSIS display
key repeatedly causes it to
toggle between a display show-
ing just the analysis result and
a display showing the analysis
result and the analysis
operand(s).

The general-purpose trace assignment capability pro-
vides the ability to customize the display for only the re-

Fig. 9. A decaying weighted average computation is an
example of a user-customized analysis.

sults of interest. For example, to use the instrument as a
single-shot spectrum analyzer and frequency counter, the
user can configure trace 1 to display the spectrum in dBm
and trace 2 to display the average frequency. Whenever
the time-domain source updates, these results will be up-
dated on the display.

Multiple Sequence Processing
The user can perform analysis on analysis results, so it

is possible to connect the four analysis setups to create
functional results not directly available from a single func-
tion. As an example of how multiple sequence processing
can be used to customize a desired measurement. consider
trying to generate a decaying weighted average from a suc-
cession of waveform updates. One way to implement this
is using the expression:

xp : x1-r(A-1)/A + x/A, Xr : Xr

where x indicates an average result waveform, x a source
waveform, and A a weighting factor. Large values of A
cause older updates to have greater influence over the cur-
rent average. Values of A approaching 1. cause the current

H P  5 1 8 3 T  D I G I T I Z I N G  O S C I L L O S C O P E
* :  7 A l . 1 7 | B 7 5 E + A  H z i  - 2 A . 2 1 9 3 1 E + g  d E V
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I

Ffg. 10. (bottom) Time-domain
display of a touchtone generator
output. (top) Spectrum in dBV
sf,ows thal the third key pressed
was a 3.
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average result to be dominated by recent updates. Fig. I

illustrates the process. To begin the averaging process the

first update is EXTRACTed (copied) to the average result.

Upon each subsequent update the product (1/A)x1 will be

automatically computed. Pressing the ANALYSIS SETUP 2

key causes the product *r-t(A-1J/A to be computed.

Pressing ANALYSIS SETUP 3, which has been defined to sum

the products just computed (by assigning as its operands

the outputs of analysis setups 1 and 2), will produce the

new avera8e.

Keeping Track of Units
The analysis software has general units handling capabil-

ity that automatically processes units information from one

execution to the next. One advantage this provides is easy

verification that the dimensionality of the sequence of

analyses is correct. For example, suppose you want to sub-

tract the third integral of channel 1 record 1 from the third

integral of channel 2 record L. If you've done it right, the
Y-axis units of the sources and the result will appear as

Vs3. If by mistake you subtract the second integral of chan-

nel 2 record 1, the resultant units will be UNKNOWN, an
indication that the Y-axis units of the operands weren't

dimensionally correct for subtraction.
The analysis software will always perform an indicated

operation, regardless of the dimensional correctness of the

operand units. The distinction between dimensional cor-

rectness and incorrectness is that the unit indicator UN-
KNOWN is used whenever the dimensions are incorrect for

the indicated operation. Dimensional correctness is partly

dependent upon the operation to be performed. Subtracting
a second integral from a third integral doesn't make dimen-

sional sense, but multiplying them does, and results in

Y-axis units of V2ss.
The machine also processes units on the X axis, a more

complicated task than Y-axis units processing because the
units must make sense together and the X-axis increments
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Fig. 11. (a) Accuracy of the flattop window is demonstrated
by a series olspectraof 0-dBm sinewaves at randomfrequen-
cies. (b) The Hanning window ls /ess accurate but has
superior frequency resolving properties.

Fig. 12. A measurement with no
device under test can be used to
calibrate timing differences be-
tween HP 5180T, HP 5183T, or HP
5185T inputs.
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l 
(a)

(e.g., the sample rates for ADC waveforms) must be the
same for both operands. For example, multiplying a
waveform captured at 250 MHz with a waveform captured
at 1, Hz is not sensible, so the resultant X-axis units become
UNKNOWN.

Frequency-Domain Functions
Transformation of the source data (time domain) to the

frequency domain is accomplished using either the dBm,
dBV, or phase spectrum functions. For example, the lower
waveform in Fig. 10 is a time-domain look at the output
from a touchtone generator as a sequence of keys was
pressed. The sequence was the digits one through nine,
ending with zero. Timing information such as tone burst
duration or time between bursts is readily determined from
the time waveform. However, if we want to know which
keys were pressed, the time-domain view is of little help.
Even after zooming in on each burst the determination is
nearly impossible. By selecting the spectrum in dBV func-
tion and using the general delimitation capability of
analysis, the frequency content of each key press can be
isolated and examined. The top waveform of Fig. 10 shows
that the third tone burst is essentially two-tone. Frequency
and amplitude levels are directly read by placing cursors
on the peaks. A two-tone spectrum aI 1,476.86250 Hz and
701.17-1.875 Hz identi f ies the third key pressed as a 3.
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(d)

Fig. 13- Pulsed RF signal. (a) Trme record. (b) Frequency spectrum. (c) Frequency spectrum
of an individual burst. (d) Frequency profile measured using the built-in frequency counter.

a

Conversion to frequency domain is accomplished using
a fast Fourier transform. The implementation is a radix-4,
in-place, real-inicomplex-out algorithml that executes on
the 68000 microprocessor in 450 ms for 1024 source sam-
ples. Conversion of the complex output of the FFT to either
a magnitude (in dBV or dBm) or a phase spectrum requires
Cartesian-to-polar coordinate transformation. Rather than
compute this transformation directly from the equations:

M a g n i t u d e , :  @

Phaseangle,: tan 1 
(=ffi-)

which requires many slow transcendental function compu-
tations, a method known as the CORDIC computing
technique (COordinate Rotation Dlgital Computer) is used.2
Developed originally as a special-purpose computer for
real-time airborne computation to solve navigation equa-
tions, the CORDIC technique is well-suited for providing
coordinate transformations of the FFT output data.

The selection of a windowing function for a frequency-
domain measurement is dependent upon input signal
characteristics and the type of frequency domain informa-
tion that is being sought. For example, if amplitude accu-
racy is the critical measurement, the FLATTOP window is
the best choice. The data in Fig. l.1a was generated using



source waveforms at random frequencies, all having rms
power levels of 0 dBm. The spectrum in dBm was computed
for each source. The results, which show a maximum vari-

ation of less than 0.1 dB across the spectrum, agree closely
with the theoretical prediction and show that the accuracy
of the result is optimum when the FLATTOP window is

used. Fig. l.1b shows a similar plot for the HANNING window.
The HANNING window doesn't provide the amplitude accu-
racy of the FLATTOP window, but has superior frequency
resolving properties.

The phase spectrum analysis function is especially use-
ful for measuring time differences between multiple inputs.
A typical example of the device under test would be an
amplifier or a filter whose phase response needs to be de-
termined. The signal source is stepped through a succes-
sion of test frequencies and the phase difference between
the inputs is measured at each frequency. The data is di-
rectly available as delta-phase versus frequency.

This same technique can be used to calibrate systematic
timing characteristics between measurement channels
when using any of the digitizing oscilloscopes. Fig. 12 illus-
trates the results of using this technique on an HP 51857
Digitizing Oscilloscope. The upper waveform of Fig. 12
was captured first, then the cables were reversed and the
new result was the lower waveform. These results are mir-
ror images about zero degrees, indicating that the primary
timing difference in the measurement channels is contrib-
uted by the cables (to the eye, the cables are the same
length). The delta-phase results directly obtainable from
the HP 510BgA can be converted to timing differences from
the expression

Atime :
A phase

inputtiequency x 360

ADC Error

(ldeal
ADC)

!112 !.'l

LSB LSB

lmpossib le
Region

1 0 0  1 0 3

Input Slew nate i f ;  )

Selecting 75 MHz as a sample frequency, the expression
yields

3 . 5 "
-78fitr2t1606- : 130 Picoseconds

Resolution for delta-phase measurements is typically better
than 0.1 degree.

Average Frequency
This analysis function is a software implementation of

a synchronous gating reciprocal frequency counter.3 The
result is average frequency, computed from the formula:

fu" : (number of input periods)/(time interval).

Because the time interval value always spans an integral
number of periods, no error in the average frequency result
is caused by inclusion of partial periods.

Using techniques that enhance the accuracy of the time
interval portion of the average frequency measurement pro-
duces frequency counting capability comparable to instru-
ments dedicated to measuring average frequency. However,
unlike counters, a waveform image is available, so it is
apparent what is being measured.

Dedicated frequency counters operate on live data so
there is only one chance to obtain the result. The HP 5180T,
HP 5183T, and HP 5185T operate on captured waveform
data. The delimitation feature of analysis provides the equiv-
alent of a built-in adjustable external gate for the average
frequency measurement. By combining these capabilities,
a single-shot, zero-dead-time frequency profile of a cap-
tured waveform can be obtained. This is illustrated in Fig.
13, which shows a captured pulsed RF sequence, its overall

Fig. 14. Timing resolution can be
greater than indicated by the sam-
ple rate. This plot shows worst-
case time resolution as a function
of digitizer error and input slew
rate.
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P o s  C r o s s  i  n g s -
T h r e s h o l d  L e v e l -

magnitude spectrum, and the recovered frequency modula-
tion, obtained with delimited average frequency analysis.
The recovered modulation waveform clearly shows what
the other two cannot-the modulation source was a trian-
gular signal freely running with respect to the pulse repe-
tition frequency.

Waveform Reconstruction for Time Estimation
A traditional frequency counter minimizes time error by

accumulating clock pulses in the time register at a high
rate. The HP 5345A Universal Counter uses a 500-MHz
sample clock, resulting in fundamental timing resolution
of 2 ns. The digitized data being evaluated in the HP 5180T,
HP 5183T, or HP 5185T wil l  not have been sampled at
rates as high as the clock rates in a frequency counter, so

Fig. 15, Using the event crossing
function at different threshold lev-
els, a single marginal pulse can
be detected automatically.

it might appear that the timing error would be greater. For
example, evaluating data captured on an HP 5180T at 20
MHz (50 ns/sample), one might expect worst-case total tim-
ing error of +50 ns for an interval measurement. However,
the digitized data sequence contains information that can
be used for timing resolution improvement in a way not
possible with a frequency counter. Signal level information

on either side of the threshold level can be used to deter-
mine crossing times more precisely. Simple linear interpo-
Iation between samples leads to significant reduction of

timing error. Additional waveform reconstruction al-
gorithms are used in the HP 51089,\ to obtain a more precise

timing measurement.
As the input slew rate increases, the significance of ADC

amplitude error diminishes in the timing estimate. Fig. 14
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Fig, 16. Pulse analysis result.



Handling of Significant Digits

Typical ly, measurement instruments provide more digits than
are signif icant, relying on the user's abi l i ty and patience to deter-
mine what is signif icant. A major weakness of this approach is
thai the number of signif icant digits is determined by the largest
possible value for the measurement, result ing in overstated res-
olut ion for values that aren't  the largest. For example, consider
computing the peak-to-peak voltage of a waveform captured on
the 5V range of the HP 51 B3A. The ADC quantization step is the
resolut ion of this measurement, which turns out to be 2.5 mV.
The largest possible value for peakto-peak voltage on this range
is about 10V. To support the largest value to correct resolut ion
requires six digits (e.9., 10.0025V). With af ixed six digits, smaller
results are vastly overstated. For example, 27.5 mV wil l  be stated
as 27.5000 mV, a value that seems to suggest resolut ion on the
order of 100 nanovolts! To avoid this kind of overstatement, a
signif icant digits handling algori thm was developed and im-
plemented that dynamical ly adjusts the number of signif icant
digits based on the magnitude and resolut ion of the result.  The
expression is:

D : Llos(x)l  -  Llos(F[r]) l  + 1

where D is the number of mantissa digits required to represent
the value properly, L is a function returning the closest integer
value that is equal to or lower than the number (e.9., L[2.3] =
2, L[ -6.8] :  -7), x is the number being represented, F is a
function returning a number containing only the leasfsignif icant
nonzero digit  in the input number (e.g , F[2.35] :  0.05,
F[1 .00000025] :  5 x 10-8), and r is the resolut ion appropriate
for x.

Using the example above, x :  10.0025 would produce
L|og(10.0025)l :  1 and F[0.0025] :  0,0005, soL|og(o,0005)l
:  - 4 a n d  D  :  1  -  ( - 4 )  +  1  :  6 d i g i t s . T h e v a l u e x  :  2 7 . 5
mV would produce L|og(o0275)l :  -2, so D : -2 - (-4)
+ 1 : 3 digits. In each case, the result is expressed to the
proper number of signif icant digits,

One special problem in signif icant digit  handling occurs when
the resolut ion term is not an integer power of ten. In the preceding
example, the resolut ion is 2.5 mV, which is not a power of 10. A
single result expressed with the proper number of signif icant
digits, such as 4.3425 volts, gives the incorrect impression that
4.3424 and 4.3426 are possible results, when in fact the nearest
possible results are 4.3450 and 4.3400 volts. The user has im-
agined 100-pV resolut ion when the actual resolut ion is only 2.5
mV. Al l  f ive digits need to be displayed in the original result since
the last digit  is truly meaningful (not displaying i t  creates bias
error). l t  is unfortunate that, in such cases, providing a single
result to i ts proper resolut ion doesn't  identi fy the magnitude of
the resolut ion.

A more dramatic example of this dilemma occurs when com-
puting frequency domain results. The frequency bin size of an
FFT is f"/N, where f" is the sampling frequency and N is the
number of samples in the original t ime-domain source data. For
preset condit ions on an HP 51089A with an HP 5183A (i .e.,  an

HP 5183T) this gives a frequency resolut ion of 3.90625 kHz. The
frequency value obtained by using a cursor to measure the 200th
sample of the magnitude spectrum is 777.34375 kHz. There is
a tendency to look at a value l ike this and conclude that the
resolut ion is around 10 mHz, when in fact i t  is around 4 kHz!
lmplementations that always provide a f ixed number of digits get
into serious trouble in a situation l ike this, because the worst-case
measurement here is a magnitude ot 2 MHz with 3.90625 kHz
resolut ion, which requires nine digits. When a small  result is
computed, such as 7 .8125O kHz, the f ixed implementation would
represent this as 7.81 250000 kHz, suggesting resolut ion to 10
pHzl

The typical alternative implementation, arbitrari ly l imit ing the
output to f ive digits (perhaps rounding as well)  in an attempt to
keep the results looking good on the display and avoid overstate-
ment, is really the worst approach of all. Not only does overstate-
ment of results continue to be a problem (for results near the
resolution), but now understatement of results often occurs as
well. Using an example from the paragraph above, 777.34 kHz
may look good, but it is needlessly biased away from the true
result by 3.75 Hz.

The best solution is to provide the resolution value as well as
the result.  With this information, results l ike 777.34375 kHz are
not apt to be interpreted as having such fine resolution because
the message RESoLUTIoN:3.90625 kHz would appear next to the
result. The practical reason for not doing this is that it doubles
the number of numerical values on the display, which complicates
the display appearance and makes extracting information tedious.

The fol lowing l ist summarizes the alternatives. In any event,
the present implementation in the HP 510BgA always provides
the correct number of digits for each measurement.

lmplementation

Fixed digits, large
enough to cover
worsl case

Fixed digits,
l imited to look
good on display

lmplementation
using formula

Comments

Extreme overstatement of resolu-
t ion. Easy to implement for given
measurement. Hard or impossible
to f ind one value for al l  cases.

Rarely will provide result to correct
resolution. Often understates and
biases results. With small  results,
will overstate resolution.

Result always stated correctly.
Resolution may appear overstated
when resolution step has many
digits (above methods have this
problem also).

This is ideal if you can afford the
space and additional computation
t ime.

lmplementation
using formula with
resolution value
indicated to user

illustrates the interelationships between input slew rate at
the threshold crossing, the amount of timing enhancement
as a fraction of the sample interval, and the resolving capa-
bility of the digitizer. The plot considers the digitizer error
to be the only source of error in timing estimation; for many
measurements. this is the dominant error source.

Using an HP 5185T, single-shot timing resolution better
than 200 ps is achieved for inputs ranging from 1 MHz to
100 MHz, digitizing at 250 megasamples per second.

Event Crossings
This analysis function is much like the totalize function
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found on some frequency counters. Events in each direction
(+ , - ) are computed independently. Whereas a traditional
frequency counter uses analog hardware to determine when
events occur, the implementation in the analysis, display,
and I/O module uses software for event determination.

The event crossing function is useful for analyzing com-
plex pulse trains. Measurements easily performed using
this function include locating a missing or extra pulse and
identifying pulses that are close to noise margins (Fig. 15).

Fig. 17. The peilodic rmsfunction
can avoid errors caused by inclu-
sion of partial periods in the rms
result.
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Pulse Analysis
The pulse analysis package is based upon IEEE stan-

dards.a An example of its use is shown in Fig. 16.

Periodic RMS
This analysis function computes the same result as the

basic rms function with the exception that it prequalifies
the X-axis range for the computation to span an integral
number of periods. As with the average frequency function,
the threshold level can be adjusted to control the Y-axis
level used for period determination. The advantage of
periodic rms over rms is realized in the evaluation of
periodic signals, where inclusion of partial periods in the
rms result can cause a large departure from the expected
result (Fig. tz).

Hold Min/Max
This group of analysis functions provides a convenient

method for monitoring long-term variations of waveforms.
The hold minimum function maintains a waveform of the
smallest value occurring since the function was initiated.
The hold maximum function is identical to hold minimum
except that it maintains a time-ordered waveform of largest
values. By using these functions together, a pair of wave-
forms is generated that brackets the extreme values th3t
the source has exhibited.
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Developing a Printed Circuit Board Design
System
HP's Printed Circuit Board Design System (HP PCDS)was
developed to meet the needs of electronic designers
dealing with ever-increadng complexity and density.

by Elaine C. Regelson

ODAY'S MICROMINIATURIZATION of parts and
assemblies has made possible products of a complex-
ity and sophistication virtually unimaginable thirty

years ago. These products range from Christmas cards ani-
mated by tiny chips playing carols to fully functional com-
puters that can be held in one hand' As the parts have
increased in complexity and density, so have the boards
that hold them. Modern computers can contain boards with
more than 20 layers of tiny conductive traces-fine lines
of copper etched down to widths of 0.003 inch. Production
of such complex boards has required development of vastly
more sophisticated manufacturing processes and software
tools to assist with design and layout.

In 1982 Hewlett-Packard addressed the computer-aided
printed circuit board layout problem with HP EGS (HP's
Engineering Graphics System), a product that provides de-
sign capture (via an electrical schematic) and general phys-
ical design capabilities. In 1986 HP introduced its first fully
automated printed circuit board layout product (Fig. 1) as
a member of the HP DesignCenter family. This HP Printed
Circuit Design System (HP PCDS) is a fully functional com-
puter-aided design application that couples printed circuit
board layout to electrical engineering design, manufactur-
ing, and testing. In this issue are a number of articles about
HP PCDS, including detailed discussions of some of its
features and the development required to bring a large,
high-quality product to market. This article provides an
overview of the product and the environment in which
it runs, and includes a discussion of HP PCDS' Design
Module,

Electronic Product Development Steps
There are a number of steps from the conception of an

idea for an electronic circuit to its realization as a working
product. The engineer sketches out the basic blocks of the
circuit and then creates a functional model to test the design
concept. Next the engineer refines the design, describing
it in the form of a schematic diagram, and perhaps runs a
series of simulations to verify that the design is logically
correct. More extensive simulations could perform timing
and fault analysis.

When the design is complete, a physical layout of the
printed circuit board with the components and the connec-
tions between them is built. This physical design layout
process includes definition of the board outline, assign-
ment of circuit logic to physical devices, placing parts on

the board, electrically connecting devices to one another
as dictated by the schematic, and modifying the board de-
sign to improve manufacturability. All this must be ac-
complished in the context of manufacturing constraints
and maintenance of design integrity. Once the board has
been laid out (Fig. 2a), the instructions to drive the man-
ufacturing machines that build and test the board must be
generated. Finally, the board can be built, loaded with parts
(Fig. 2b), and tested.

During the development process, the design data must
be maintained and archived to provide version control in
the event multiple versions of the circuit board are de-
veloped, and to secure the design data to ensure that
changes are made only by appropriate people, and by only
one person at a time. Furthermore, a component library
containing accurate and consistent definitions of parts
available for use in the products must be maintained,

HP's Electronic Design System (HP EDS) provides the
electrical engineer with solutions for schematic capture
and digital logic simulation. This product has tight bidirec-
tional data links with HP PCDS and both products share a
synchronized parts library. HP PCDS provides a complete
collection of tools for the layout process-from accepting
the initial logic design all the way through generating man-
ufacturing outputs and links to an HP 3065 Board Test
System. The Iink between HP EDS and HP PCDS allows
back annotation and bidirectional engineering change,
eliminates redundant data entry, and reduces chances for
logical and physical design inconsistencies.

Hlstory
HP PCDS is based on source code licensed from Northern

Telecom Inc. and its subsidiary, Bell Northern Research,
in late 1985. This product had been evolving for over ten
years in a mainframe computing environment and was cho'
sen as an excellent foundation for developing a family of
Hewlett-Packard products. It provided good functionality
for most areas of printed circuit board design and was
highly tuned in a number of areas.

The source code was ported to the HP 9000 Series 300
technical workstations to provide single-workstation and
networked operation on HP's HP-UX operating system,
which is derived from the UNIX@ operating system and
adheres to AT&T's System V Interface Definition, Issue I.
In addition to the port, extensive revisions were made to

UNIX is a registered trademark of AT&T in the U.S.A and other countries.
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Fig. 1. Ihe HP Printed Circuit Design System (HP PCDS) rs
a fullJunction computeraided design system for the design
of printed circuit boards. Links to the HP Electronic Design
System (HP EDS) and manufacturing machinery are some of
the features.

improve the product, particularly in the areas of design
data management, and links to the HP EDS front end and
HP 3065 Board Test System back end. In addition to func-
tionality extensions, extensive rework was done to provide
greatly increased quality and generality to the product.

In April 1987, HP PCDS was updated to provide new
capabilities to address the rapidly changing market and
add even more generality for the user community. New
workstation platforms broaden the price/performance
range of options available to customers. A schematic net
editor (SNE) was released which provides very easy entry
of netlists for a large group of users who wish to enter their
designs into HP PCDS from paper schematics instead of
electronically. Significant functionality improvements
were made throughout the product, including such areas
as design verification and automatic routing.

HP PCDS
HP PCDS is made up of three modules: the Design Mod-

ule, the Autorouter Module, and the Library Module. These
modules reside in the Design System Manager (DSM) envi-
ronment. DSM is a product that is tuned to manage data
and programs for CAD and general-purpose applications,
The article on page 71 provides an overview of DSM's
capabilities. The article on page 80 is a detailed discussion
of the approach used to implement this functionality. In
addition to data management, the DSM environment pro-
vides for remote program execution, peripheral spooling,
spooled remote process management, and network access,
The article on page 77 focuses on the special problems of
providing appropriate spooling capabilities for a CAD en-
vironment.

The Design Module discussed later in this article is the
heart of the printed circuit board design system. The Design
Module provides board definition, packing, placing, in-
teractive design editing, clean-up, and manufacturing out-
put generation functions, The Design Module contains an
extensive set of specific information about how printed
circuit boards are manufactured, which it uses throughout
the development of the board.
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The Autorouter Module automatically routes the board,
providing the electrical connections needed for the design.
The Autorouter Module and the automatic placement capa-
bility of the Design Module are described in the article on
page 68.

Board components are maintained in a parts library and
managed by the Library Module. The Parts Library provides
a data base of more than 8500 standard components from
which customers can draw to begin their printed circuit
board designs. The Library Module allows maintenance-
creation, modification, and validation-of parts in the com-
ponent data base. The parts library and the Library Module
are discussed in the box on page 82.

Product Realization
Porting a software product the size of HP PCDS and bring-

ing it to market quickly and efficiently were challenging
processes. Automated tools were developed and special
teams formed to complete the job. Special software tools
automatically converted the original product language spe-
cifics into the HP-UX workstation languages. System de-
pendent foundations of the system, notably the graphics
library and file-handling utilities, were redesigned to use
the graphics and file capabilities provided by the worksta-
tion environment. In addition to language differences, there
were occasionally specific problems caused by different
uses of machine architecture, such as discrepancies in
machine memory allocation and use. Both manual and au-
tomated processes were developed to find and correct these
discrepancies.

After the product was ported to the HP-UX environment,
it was evaluated for opportunities to make it better by using
features provided in the new environment. Networking and
graphics environments proved to be especially fruitful
areas for change. Networked workstations, for instance,
provided the opportunity to offer distributed data bases
and required additional engineering to solve the special
problems this capability poses. An example of the new
environment's impact on graphics was the reworking of
parts of the interface to take full advantage of the multiple
window display capabilities provided by HP Windows/
9000 instead of requiring an extra terminal for message
display and program control.

To ensure and enhance product quality, small teams were
formed that specialized in each of the major functional
areas. They were responsible for learning in depth how the
area was supposed to work and making sure it still did so
after the port. A special test team provided concentrated
reliability testing of HP PCDS, particularly focusing on ver-
ifying consistency between the software and the manuals
describing it. Printed circuit board design specialists also
joined the project team and used the product to design a
variety of real boards. Their experience enhanced the relia-
bility and usability of the product and has significantly
contributed to the list of functional enhancements planned
for it.

The article on page 84 discusses in detail many of the
special quality assurance teams, tools, and processes used
to build and verify HP PCDS.



Fig.z. (a) Layoutof board using HP PCDS (b) Actual board
for (a).

Design Module
Most designer interaction with HP PCDS is done through

the Design Module. The Design Module provides a set of
powerful features to aid the designer in all steps of the
printed circuit board and hybrid layout process. These fea-
tures are accessed through a hierarchically structured user
interface.

The user interface is generally object-oriented and easy
to use. Picking an object from the display or menu brings
up a menu of operations relevant to that object type. Addi-
tional menu options allow simple access to such features
as zooming in on specific display areas, associating colors
with object types, or accessing the file system to save or
recover designs.

The first step in creation of a physical design is definition
of the board blank shape and the manufacturingtechnology
to be used in fabricating that board. A technology file
specifies such items as number and use of layers, default
trace widths and spacings, pad definitions, and photoplot'
ter apertures. Technology file information is used through-
out the design process to warn of design violations and to
ensure that the board will be manufacturable. HP PCDS is

delivered with a number ,-,i technology files that serve as
useful examples. Many sites, however, may choose to mod-
ify these to reflect their own manufacturing processes.

When the board technology and shape have been defined,
the logical design information is loaded in the form of a
packed, unpacked, or partially packed netlist. HP PCDS
contains an automatic packer that associates logical circuits
from the engineer's design to physical parts, but still has
the flexibility to allow the designer interactive control over
the packing of critical parts.

The next step is to place the parts onto the board. The
Design Module has a number of features to help the de-
signer interactively place critical parts. These include au-
tomatically sorting them for placement in a sequence based
on logical connectivity, for instance, and allowing easy
movement or rotation of parts. The automatic place and
improve functions described in the article on page 68 au-
tomatically place parts in their near-optimal positions and
swap placed devices and gates to minimize logic length
(straight-line distance between connection points) and im-
prove routability.

Interactive routing functions allow electrical connection
of parts on the board. The Design Module assists interactive
routing by providing pattern repetition capabilities, auto-
matic insertion of vias (feedthroughs) when changing
Iayers, and the ability to add lattices with automatic avoid-
ance and addition of thermal relief pads. Warnings, such
as "aperture size not available," notify the designer when
design violations or possible manufacturing problems
occur. In general, the designer routes critical traces first,
then sends the board to the Autorouter Module described
in the next article.

A final clean-up, or tidy, function is used to improve
manufacturability of the board. Tidy functions make final
adjustments to such things as trace spacing, Iayering, and
widths, eliminate unnecessary or unused elements such as
traces, breakouts, and vias, automatically spread traces,
add teardrops, and widen traces for specified signals.

Before manufacturing the board it is important to reverify
the design to ensure that design violations that may have
been ignored when they occurred have been taken care of.
Design rules check for violations such as too little clearance
between board objects (e.g., board edge and elements, vias
and pads, trace segments, etc.J.

The Design Module generates a variety of manufacturing
outputs, including a complete set of printed circuit and
hybrid masks, reports for manufacturing and purchasing,
and links to photoplotters, numerically controlled [NC)
drills, and the HP 3065 Board Test System, In addition, a
set of design data access routines (DDAR) is provided.
These routines allow custom data extraction to enable cus-
tomer sites to develop their own links to local manufactur-
ing systems,

Acknowledgments
I thank Jean Jasinski, Jenifer Morrissey, and Rick Stahlin

for their patient and careful review and input to this article.

Bibliography
1. HP Printed Circuit Design System Technicol Speci/icotions.

FEBRUARy 1 gge HEWLETT-pAcKARD JoURNAL 67



Automating the Printed Circuit Board
Design Process
Using acomputerto place components on a printed circuit
board and route most connections greatly simplifies the
design process. To accomplish this, caref ul selection of the
al gorith ms is essenlia/.

by Gary Jackoway

WO MA]OR REASONS for using a computer-aided
design system to design printed circuit boards are
to shorten the design cycle and to free the designer

from time-consuming, routine tasks. Design automation
can play an important role in achieving both of these goals
by automatically placing the parts on the board and deter-
mining routes for electrical connections and signal paths.

The standard scenario for placing and routing a printed
circuit board using HP's Printed Circuit Design System (Hp
PCDS) is that the user places critical parts manually and
then has the autoplacer place the rest. If for some reason
the autoplacer fails to place all parts, the user completes
the task. Once parts are placed, it is common to try to
improve the placement. This can be done manually or auto-
matically at the pin, gate, or part level. When the placement
is complete, electrical connections between pins are made
by adding traces and vias* to connect all pins carrying the
same signal, Routing can be done automatically or manu-
ally. Again, it is common for the user to make critical con-
nections manually and then run the autorouter to make
the rest. If the autorouter cannot make all of the remaining
connections, the user manually completes the board. Rout-
ing must take into account the trace width, via size, and
spacing requirements of the board manufacturing system.

The placement of parts on the board and gates within
parts greatly affects the routability of a printed circuit
board. The next section describes the placement method
used in HP PCDS. Then placement improvement methods
are discussed. The final section describes the autorouter.
its parameters and its method of operation.

Autoplacement
The autoplacer determines part locations on the printed

circuit board so that the autorouter can completely route
the board within the given design constraints. Part place-
ment must consider a number of practical constraints such
as board obstructions and part sizes, In determining how
routable a board is the standard norm used is logic length-
the minimum wire length needed to make all the connec-
tions if wires were allowed to cross. Logic length under-
estimates the final trace length that will be used on the
board, because connections must avoid other signals. Since
it is difficult or impossible to predict where the traces will

"A printed circuit board is otten made up of several separate layers of connections A via
ls a plated hole in the board that makes connections between layers.
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actually go, logic length is used as a predictor of the diffi-
culty of making the trace interconnections. The goal of an
autoplacer is to minimize total logic length.

In general, it is not acceptable for an autoplacer to place
parts in arbitrary locations on the board. Designers often
want the parts aligned to a placement grid because it
simplifies automatic insertion of the parts on the board,
and assists routing by providing natural channels between
parts for connecting traces. Furthermore, if parts are aligned
to a grid, there may be a pattern that routes all the connec-
tions in one section of the board, as is common for memory
arrays.

HP PCDS uses an autoplacerwhose basic method is force-
directed. In force-directed placement, a mechanical anal-
ogy is applied. In Fig. i., each part to be placed is rep-
resented by a block and each interconnection to be made
is represented by a spring connecting the two blocks with
that interconnection. If all these springs are stretched and

Fig. 1, Force-directed placement ls based on a mechanical
analogy, (Top) Small pilnted circuit board. (Bottom) Mechan-
ical representation of board.



then released, the springs will pull the system together.
Now, add repulsion to the system so that all the blocks are
not pulled to the center. The autoplacer finds the equilib-
rium position of blocks in this blockJspring problem, and
uses the block locations as the part locations on the printed
circuit board. Once the placer has these starting locations,
it moves each part to a nearby placement grid location in
such a way that no parts overlap. When this is completed,
the board has been placed. Note that the block/spring prob-
lem has been solved optimally, but the placement problem
has only been approximated. Finding the minimum total
logic length would take much too long, so some simplifica-
tion must be made.

lmprovement
Placement gives a first cut at determining locations for

all parts. Since the minimum total logic length in general
has not been achieved, there is usually room for improve-
ment. In the improvement phase, the placement is refined.
The different types of improvement that can be attempted
are:
r Parts improvement. Logic length may be shortened when

one part swaps location with another. If logic length goes
down, the swap is kept, otherwise the parts are returned
to their original locations.

r Gate improvement. Many parts contain more than one
gate. A 74LS00 package, for example, contains four NAND
gates. If there are many 74LS00 parts on a board, the
gates in all of these parts can be relocated to improve
Iogic length. The user can also specify that improvement
is to be tried only within parts. That is, no gate is to be
moved to another part, but the four NAND gates within a
given package can be reassigned.

r Pin improvement. A particular gate may have pins that
are equivalent and can be swapped, The two input pins
on a NAND gate, for instance, can be swapped with no
change in functionality. Pin improvement is more local
in nature, but still can ease the routing task by relocating
pins on the side of a part where they can be connected
more easily.
Pin and gate improvements are straightforward because

the small number of possible alternatives allows a thorough
search. Part improvement, however, can be a bottleneck.
In HP PCDS, part improvement is achieved using a force-di-
rected method. Each part has a zero force location-a loca-
tion at which the springs pull the part equally in all direc-
tions. This location can be considered as the best location
for that part. Thus, instead of trying to swap a part with
all other parts, the search is concentrated in the neighbor-
hood around the zero force location.

The force-directed method has been shown to be one of
the best available, Hanan and his coworkersl compared
many popular methods on several real-world problems and
concluded: "The force-directed pairwise relaxation al-
gorithm . , . yielded the minimum or near minimum result
on all six problems. In addition, it accomplished this in
the minimum time for the two large problems."

Routlng
Routing connections is the most time-intensive step in

creating a printed circuit board design. For this reason,

automatic routing is often seen as the critical element in a
printed circuit board CAD system. Sales literature abounds
wjth autorouting claims, the most prominent of which is
the 100% autorouter-an autorouter that makes all of the
connections necessary on the board. It is easy to demon-
strate that no practical autorouter lays out 100% of the
connections all of the time. An autorouter that tries all
possibilities could take years to solve large boards. And,
if an autorouter fails to consider all alternatives, it can miss
the alternative critical to a specific board. The best auto-
router is the one that achieves 100% completion on most
boards and gets close to 100% completion on the boards
for which it does not achieve 100%, while always maintain-
ing user-specified design rules.

Another attribute of autorouters that has gained much
publicity is the choice of internal data structure. Autorout-
ers are divided into two classes: gridded and gridless. A
gridded autorouter uses an array as a representation of the
board, whereas a gridless autorouter does not. Why would
anyone care about the internal data structure of the product
they are buying? Because that structure has implications
concerning how accurately a board can be routed. Gridded
data structures have been seen as inaccurate because object
placement has to be rounded to the nearest grid location.
A fine grid is possible, but to attain 0.001-inch resolution
for a 10-inch-by-10-inch board one would need 100 million
grid cells for each layer. Gridless approaches have potential
resolutions much finer than 0.001 inch, but so far no purely
gridless autorouter has established itself in the mar-
ketplace.

The key for the user is not the data structure being used,
but the accuracy of the routes that are made. This accuracy
has two parts: board space must be used efficiently, but
enough space must be Ieft between traces to satisfy the
design rules required for that board. The objectives of an
autorouter, then, are to achieve the highest completion rate
possible in a reasonable amount of time without violating
design rules and while using the board space as efficiently
as possible.

HP PCDS Autorouter
To achieve high completion rates, the HP PCDS Autorou-

ter Module uses a combination of custom grid specifica-
tions, intelligent and flexible connection sorting methods,
and user parameter control. The HP PCDS autorouter is a
gridded autorouter. It has been carefully constructed, how-
ever, to get as much out of the grid structure as possible.
Objects are represented accurately from the perspective of
traces lying on the tracking grid. That is, the autorouter
only routes traces on the tracking grid, so the critical con-
cern is whether these traces can or cannot go to a specific
location on that tracking grid. Thus, HP PCDS has the ad-
vantage of the proven technology of gridded autorouters
without the disadvantage of inaccurate representation. The
only limitation placed on the user is that the traces can
fall only on grid cells. This limitation is minimized by
giving the user control over the grid.

HP PCDS includes custom grid specifications which in-
clude parts of the router tuned for specific situations and
matched with carefully selected sets of parameters to com-
plement that custom grid, Custom grids are available for
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Finding Paths in a Gridded Data Structure

The reason for the popularity of gridded autorouters over the
years is that there is a simple algori thm that yields powerful
results. The Lee, or wavefront, algori thm involves f i l l ing the grid
cel ls with values (f  looding) in an attempt to f  ind the shortest path
between two pins. The advantages of this algori thm are that i f
there is a path through grid cel ls, this algori thm wil l  f ind i t  and
it wi l l  be the shortest one avai lable. Of course, the shortest path
uses the ieast board space and thus leaves the most space
available for other paths.

The wavefront algori thm begins by marking the start ing cel l
(source) and the ending cel l  ( target).  Al l  gr id cel ls that have
already been used are marked as obstructions. ln Fig. 1a, source
is marked as S, target is marked as T, and obstructions are
indicated by X.

Start ing f rom the source cel l ,  mark the empty cel ls immediately
surrounding i t  with a 1 (surrounding in this example means
orthogonally adjacent, not diagonally). The cel ls marked 1 are
exactly one cel l  away from the source. Now mark with a 2 al l
unmarked cel ls surrounding al l  cel ls marked with a 1, These cel ls
are exactly two cel ls away from the source cel l ,  l f  we continue
in this manner unti l  the target cel l  is reached, the grid looks l ike
F i g  1 b

At this point we see that the target would be numbered 12,
and thus is 1 2 cel ls away f rom the source. Now we f ind a length-1 2
path from the target back to the source by fol lowing the cel l
numbers backwards 'from 12. Note that there are several options
along the way. Even in the f irst step we could go either left  or
down. The length of the path is not affected by our choice, but
the quali ty could be. A heurist ic approach may be applied for
selecting a path. For example, start by going down, and then
always choose the straightest possible path. This yields the path
shown in  F ig ,  1c .

The wavef ront algorithm can be extended in many ways. First,
i t  is possible to add more direct ions. For a mult i layer printed
circuit  board, vert lcal direct ions need to be considered, l f
diagonal routing is al lowed, another four direct lons are added,
Second, there is no need to set the increment (cost) for going
one step in each direct ion to the same value. Instead the path
can be control led by increasing the cost in less-desired direc-
t ions. Vias can be made more expensive by increasing the cost
for moving between layers. Printed circuit boards are designed
with layers having a preferred orientation---one layer might be
horizontal while another is vert ical.  The strength of this preference
can be controlled by the assigned costs. When costs are dilferent
for dif ferent direct ions, the wavefront algori thm no longer yieLds
the shortest path from source to target. Instead it gives the least-

achieving one trace between IC pads, for two traces between
IC pads, and for boards with surface mount parts (which
have a smaller spacing between pads than leaded ICs). The
custom grids are optimized to these situations so that the
connections made take into account where other traces will
need to go. There is also a general grid for use in other
circumstances including three traces between IC pads, and
simultaneous two traces between IC pads and one trace
between surface mount pads. The design parameters con-
trol how close traces run to other objects on the board. The
two-between grid, for example, will only place two traces
between pads if there really is enough room. The autorouter
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Fig.1. Wavefront algorithm for autorouting. (a) Grid showing
source pornt S, ending target T, and obstructions X. (b) Mark-
lng c/osest cells with a 1 , next c/osesf cel/s with a 2, and so
forth. (c) Choosing the straightest path between S and f.

expensive path, which is more desirable. Final ly, there is no
requirement that the source or the target be a single cel l ,  Instead,
a large network of interconnected pins and traces can serve as
source and/or target for the f lood. The salient feature of the wave-
front algori thm wil l  st i l l  be observed: the least-expensive path
between the two structures will be found,

It should be noted that the wavefront algorithm gives the least-
expensive path only for the one connection i t  is making. There
is no guarantee that by continual ly making least-expensive con-
nections the board as a whole wil l  achieve the best results. How-
ever, in practice the wavefront algori thm combined with careful ly
selected costs and ordering of the connections results in high
comoletion rates,

does not violate design rules, thus saving the user from a
clean-up step.

The order of connection plays a major role in how well
the board space is used, and thus on the autorouter's com-
pletion rate. In Fig. 2, for instance, connecting the pads
marked A blocks the connection of the B pads. This simple
example suggests that expected connection length is a good
ordering of connections. As well as length, sorts are avail-
able starting with traces nearest the top, bottom, Ieft, or
right of the board. These sorts are critical for aiding the
autorouter in locating patterns within the board. A special
sort is available that prefers connections that must traverse
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Fig. 2. The order of connection is important in autorouting.
Here, connecting the path marked by A first makes lt rmpos-
sible to complete the path marked by B.

congested areas of the board. By routing these first, other
traces that do not need to use these critical areas will not
inadvertently take these spots.

The user has many other controls over the routing pro-
cess. A single run of the autorouter is broken into passes
which can use different parameter values. For instance, it
is common to limit the autorouter's use of vias in early
passes. This is helpful because vias tend to be larger than
traces and thus block those areas from use by other traces.
Also, the user can control how far out of its way the auto-
router will go in trying to make a connect. Thus, the auto-

router makes all of the easy connects before adding mean-

dering connects that turn easy connects into hard ones.

The user's control goes to the very heart of the autorouter
in setting the cost parameters. The cost parameters tell the

autorouter the relative costs to go one step in each direction
(including adding vias). I f  the user has a board where vias

are very expensive or if the user prefers not to have any

45" traces, this information can be factored directly into

the router 's inner loop. Of course, HP PCDS comes with a

complete set of default values for strategies to handle most

situations so that the user is not required to become an

instant expert on autorouters to use the product. Users with

demands outside the supplied set can successful ly use the

control available to them.

Summary
The automatic tools provided to the customer by HP

PCDS dramatically affect the total design cycle time by

completing in hours tasks that could take a designer weeks.

The automatic placement tools can be used individual ly

or as a group to achieve a high-quality placement. The

automatic router efficiently routes the board while main-

taining the design rules required for manufacturability.
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Managing HP PCDS with the Design
System Manager
Engineering and design organizations musf effectively
m an ag e d e s i g n i nf o r m ati o n to re ap th e p ro d u ctiv ity b e n ef its
of CAEICAD sysfems. The Design Sysfem Manager
addresses the information management needs in the HP
PCDS design environment.

by Paul S. Reese and Mark E. Mayotte

UTOMATED CAD SYSTEMS like HP's Printed Cir-
cuit Design System (HP PCDS) pay for themselves
by speeding up the design cycle and thus reducing

the time to get a new product to market. But the flood of
data produced by automated design tools increases the proj-
ect management workload and can drag down the net pro-
ductivity gain from the CAD investment. Engineers and
board designers must spend time away from their designs,
coordinating efforts and doing administrative tasks that

support their work. As a result, the efficiency of the design
environment goes down.

Users also need their CAD solutions to work in a patch-
work environment of hardware platforms, software appli-
cations, and network links. This further complicates the
data management picture,

Engineers and designers use a variety of CAE/CAD tools
to do their work. Frequently these tools are linked through
a local area network (LAN) to facilitate data sharing. Be-
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cause users need access to the same information, they may
generate multiple copies of the same files. Or they may
move the files they need to their local machines, changing
the network location of the files and requiring the next
user to seek them out. In such an environment, the design
tools must be supported by other tools that record access
permissions and the names and network locations of mul-
tiple file copies, and provide easy access to applications
and peripherals, either locally or across the network.

The Design System Manager (DSM) is an integral part of
HP PCDS and provides a flexible solution to its design
management needs. DSM addresses four main areas of de-
sign management: application integration, network sup-
port, file security, and control of multiple versions of files.
In addition, DSM includes a spooler system for configuring
and accessing peripheral devices (see article on page 77).

The primary contribution of DSM in a design environ-
ment is supporting the way a user runs the application
programs available on a stand-alone computer or on a net-
work. DSM contains a definition of supported applications
that includes all the parameters and operating system com-
mands necessary to initialize and run the application soft-
ware. The user only has to press a button on a DSM menu.

DSM provides a file-grouping mechanism for the data
associated with each application. The groups of files are
called filesets. Fileset definitions are unique to each appli-
cation, and permit users to manipulate a set of files as a
logical unit rather than requiring that each file operation
be performed individually on each file. This is one way
that DSM manages the explosive growth of data created by
automated systems.

To make application programs easier to use, DSM man-
ages network locations so that users do not need to know
where application files or data bases reside. To an applica-
tion user, a networked environment appears the same as a
single workstation. This is because DSM keeps a list of
workstations that will be used for design tasks. This list is
cross-referenced in the DSM data base with design informa-
tion or peripheral devices residing on each workstation.
When the user enters a command that requires access to a
remote workstation, DSM performs the network connec-
tions and file transfers without the user's knowledge and
without undue changes in system response.

Project managers may not want users to have equal access
to applications or to design information. Security needs
will differ depending on company policies and the nature
of different designs. Therefore, the security features of DSM
are designed to ensure that different sites can establish the
appropriate access permissions with a minimum amount
of configuration. To accomplish this, DSM allows permis-
sions to be set for different categories of design information.
Such permissions apply to all users unless a user is given
a specific alternate permission, To configure such permis-
sions, a site administrator chooses the appropriate default,
or categorical permission, and then specifies exceptions to
these permissions for particular users.

Deslgn Hletory and Verslon Control
DSM manages files in the context of the design process.

During the design and manufacture of a product, three
levels of file management are relevant: control and syn-

72 Hewlen-pncxARD JoUFNAL FEBRUARY 1 988

chronization of designs across manufacturing releases, con-
trol of all working files within or before each manufacturing
release, and control of working files for each user.

To track files at each of these levels, DSM attaches a
version string to each copy of a file or fileset. The version
string is incremented with each recorded change or update
to the fileset. Therefore, at each level of control a succession
of recorded, annotated changes exists as a version stream
for the design. The position of a version in the version
stream indicates which version is current, which is the
previous version, and so forth. If necessary, previous or
older versions can be brought forward in the version stream
if the current version becomes corrupted.

In addition to a unique version stream, DSM also as-
sociates each fileset within a project, that is, it forms a
design hierarchy. This structure is used in many engineer-
ing organizations. The association ensures that within any
project and design the current version of a fileset is known.
Only one user at a time is given update access to the fileset.

The project-design-fileset structure and the version string
and network information allow DSM to record the location
and status of each piece of design information. In this way
DSM can provide access across the network to any version
of any fileset, provided that the user has the correct access
permissions.

Using DSM, therefore, amounts to creating the defini-
tions in the DSM data base for such things as workstations
involved in design tasks, applications and related filesets,
users and their access permissions, and the names of proj-
ects and designs. Once these definitions exist, DSM com-
mands query or update the information as users manipulate
information in the design environment. Users can also gen-
erate reports on any information contained in DSM.

Like HP PCDS, DSM runs under the HP-UX operating
system on HP 9000 Series 300 engineering workstations
and Series 800 Precision Architecture computers. DSM cur-
rently uses HP Network Services remote file access capabil-
ity for its network functions, and will soon support the
ARPA/Berkeley functionality of the HP-UX system, Al-
though users do not need HP-UX commands to run appli-
cations or use DSM functions, DSM does not restrict knowl-
edgeable users from taking advantage of HP-UX communi-
cation and system management tools.

DSM Archltecture
DSM keeps track of the design environment by recording

all relevant information in a set of system tables. The tables
are a relational data base of design information. They record
the workstations and applications involved in design tasks,
user accounts and access permissions, the file structure
where information resides. and the network location and
revision history for each piece of design information.

Users build, query, and update the system tables by using
DSM commands. The same commands that define DSM
users or the DSM file structure in the system tables also
create the necessary directories in the HP-UX file system
and update the necessary operating system files. Only
privileged DSM users can create definitions in the system
tables, change the file structure, and define access permis-
sions for other users. These special classes of users along
with the unique ownership of the DSM file structure pro-



Use of Filesets in HP PCDS

The fileset mechanism provides an important function for data-
intensive applications like those used lor CAE/CAD. For example,
the number of manufacturing files generated by HP PCDS for a
printed circuit board is approximately a function of the number
of layers in the board multiplied by the types of machinery used
to fabricate the board. Thus each layer may have a file for a
particular brand of photoplotter, drill tape and drill plot files for
a particular numerically controlled drilling machine, and neces-
sary solder mask files.

For afour-layer board, the system produces about 20 manufac-
turing tiles in addition to management reports and general
documentation such as material lists and checkplots of photoplot-
ter output. Because DSM groups all these files into a single
manufacturing fileset with subfilesets for photoplotting, drilling,
silk-screening, and other outputs, users can operate on large
collections of data with a slngle command.

The alternative to the fileset mechanism would be less usable
and less desirable. Users would need to oerform one command
for each file, as well as remembering the names of all the files.
The fileset mechanism thus bridges the gap between application
specific file-naming conventions and the user's view of the data
needed to do a particular design task. Filesets allow DSM to
keep track of input and output data from each application so
that users can concentrate on doing their job.

vide the framework for secure data storage.
Using DSM amounts to defining the information for DSM

to manage, then querying and updating that information
as design work progresses. Fig. 1 shows the basic structure
of DSM.

DSM Networks
In a networked environment. one workstation acts as the

central node for DSM information. The system tables on
that node contain all the information for the portion of the
LAN known to DSM. As users add more workstations to
the DSM network, DSM copies the system tables to each
new workstation/node. Each of these remote sets of tables
contains the definitions of what exists on the network, plus
historical and location records for design information that
resides on that particular node.

The system tables do not need to be distributed in this
manner to support access from other nodes in a network.
As long as each node can access the central node, the infor-
mation is available for DSM operations. But there is a
catch-the central node may not always be accessible. Net-
work failures, however rare, prevent users from accessing
data, and all desigtr work ceases. One of the original design
objectives for DSM was to implement a robust network
strategy that would minimize the effects of a network fail-
ure. By distributing the system tables, work on each node
can continue if the network goes down. Then after full
network operation returns, DSM queries the remote tables
for changes that occurred while the network was down. If
the central tables are different from the remote tables, the
user can synchronize the network by specifying which
node contains the correct information as each discrepancy
is found. This comparison and correction process is largely

automated in a DSM maintenance command,

lnterface
DSM commands are HP-UX routines written in the C

programming language. Users interact with the commands
through Personal Application Manager (PAM) menus run-
ning in HP Windows 9000. Each PAM menu lists the avail-
able CAE/CAD applications programs, design information
that resides at that level of the file structure, and shell
scripts that call the lower-level DSM commands. In addi-
tion, users can select the shell scripts from the menu, or
type them or other HP-UX shell commands on a command
line.

Rather than restricting access to the HP-UX system, DSM
eases the role of the system administrator by combining
system table operations and HP-UX tasks in the same DSM
command. This helps the engineer or designer who has
the responsibility for setting up and maintaining the sys-
tem. DSM provides an administrator menu for creating user
accounts, adding workstations or peripherals to the net-
work, and creating the file structure. The shell scripts on
this menu prompt the administrator to supply inlormation
needed by DSM and HP-UX.

Fig, 2 shows how the system creates a user account. The
system prompts for the user name, home directory, and
home node in a makeuser script and passes this data as
parameters to the DSM command that adds the user to
DSM. Executing this command writes the necessary entries
in the HP-UX /etc/passwd and /etc/group files, creates a work-
ing directory for the user's files, copies the HP-UX environ-
ment files into this working directory, and creates an entry
in the DSM user definition table. These definitions are
repeated on every node in the DSM network' DSM then
recognizes the new user, and an HP-UX login exists for the
user on every workstation in the DSM network.

File Structure
The DSM file structure provides the basis for file security

and for keeping track of multiple copies of design files'
DSM partitions the design environment into projects, de-

Flg. 1. Ihe Design System Manager (DSM) tor HP PCDS

conslsls ofsysfem tables, file structure, and DSM commands.
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user -c username homenode homedir

6. Repeat for each node
on the network.

Fig.2. Creating a user account through DSM.

signs, and filesets (logical groups of HP-UX files whose
relation is defined by a particular application). The project
level of the hierarchy contains information related by end
product, a technology, or common project management. In
HP PCDS, each design also contains all the information to
design, test, and manufacture a printed circuit board.

The project-design-fileset hierarchy was chosen over
other alternatives because it is more easily understood by
customers in many engineering organizations and design
shops. Before the implementation of DSM, many paper-
based data management systems used a projecVdesign
hierarchy. The fileset concept was included to add value
and functionality to DSM beyond that provided by manual
systems. Fileset definitions permit users to manipulate a
set of files as a logical unit. The grouping of files into
filesets and the names of the filesets are unique to each
application, Because of this, filesets can be thought of as
chunks of data associated with a subprocess of a CAE/CAD
application.

For HP PCDS, fileset definitions correspond to the phases
of printed circuit board design. The main fileset groups
include a physical fileset for all the connectivity and layout
information and a manufacturing fileset for all manufactur-
ing data and supporting documentation. The filesets also
contain a hierarchy of subfilesets which allows control of
smaller sets of design information. Hence, users can work
on different subsets of manufacturing information in paral-
lel. In addition, a security-conscious site can restrict access
to whatever subsets of information their needs require. For
example, one user may have update access to photoplotter
tapes but no access to the silk-screen masks.

The project-design-fileset hierarchy allows users to have
an intuitive view of information stored in the system. Proj-
ect and design names are chosen by the user, and fileset
names can reflect specific functions performed by an appli-
cation. When a user needs access to a piece of information,
the user only has to enter the relevant project and design
in the DSM file structure and request access to the fileset
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that reflects the work to be done. For example, an HP PCDS
user working on a board layout can log in, specify the
project and design, access the layout fileset, and then run
the HP PCDS Design Module program. The designer does
not need to know the whereabouts or names of the actual
data files in the layout fileset either before or after running
the application program.

DSM can support this intuitive user view of design infor-
mation because it records both the logical relations of proj-
ects, designs, and filesets and the locations of filesets on
the network. The file structure definitions in the DSM tables
are the same on all workstations, so users can log in any-
where on the network without changing either their intui-
tive view or DSM's logical view of information. When the
user requests a copy of a fileset, the network location tables
allow DSM to fill the user's request without requiring the
user to know where the data physically resides. In fact, for
most DSM operations a networked environment appears
the same to a user as a stand-alone workstation.

Design Access
DSM includes a special login for an administrative user.

This administrator sets up and maintains the design envi-
ronment and uses this login to create or remove user ac-
counts, network nodes, and the project/design file struc-
ture. The administrator also "owns" all design data files
and application programs by virtue of HP-UX file permis-
sions.

DSM commands that manipulate design information re-
quire a project-design-fileset path to locate any data under
DSM control. The project and design of interest are set
once as defaults and then referenced as each command is
executed. DSM prompts the user for a fileset to update or
view. In the HP-UX file system, the project-design-fileset
structure logically resides in the home directory of the DSM
administrator user. {Jsers cannot view this file structure
and have no access to design information kept within.

To update a piece of design information, users must go
through a checkouVcheck-in process. Checking out a fileset
from DSM is similar to checking a book out of the library
when the reader cannot find the book on the shelves. The
reader consults the librarian, who determines if the book
is already checked out, or if anyone else has reserved access
to the book. If the book is available, and the reader has a
library card, the librarian locates the book and allows the
reader to take it from the library. While the book is out of
the library, its condition is the responsibility of the person
who checked it out. For example, a public-spirited reader
may "update" a book by mending a page torn by a previous
borrower.

When a designer requests access to a fileset, DSM queries
a status table to see if the fileset is already checked out. If
it is not, and the requesting user has the correct access
permissions, DSM places a copy of the fileset (a copy of
the data files represented by the fileset name) in the user's
working directory, and records in the status table that the
fileset is checked out from DSM and is therefore unavaila-
ble for update by other users.

The user's working directory provides a common loca-
tion for DSM to place requested filesets and for application
programs to find input files and return output files. Because
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Version Strings

DSM attaches a unique version string to each copy of a fileset.
The checkouVcheck-in process increments the version string to
reflect new manufacturing releases, new versions within the man-
ufacturing release, and difterent working copies of a fileset. The
following steps illustrate the changes to a version string as-
sociated with a typical design cycle:
1 . Initialize the design for a new manufacturing release (A.00.00).
2. Check out the design to begin layout (4.00.01).
3. Save a working copy (4.00.02) before making experimental

changes.
4. Experiment (A.00.02) did not work out, get saved version as

the new current version (4.00.03), and complete work.
5. Design complete, check in current verslon (A.01 .00) and lock

to prevent further changes-all temporary versions are au-
tomatically removed,

6. Verification shows minor design flaw, unlock and check out
for correction.

7. Conection complete, check in and lock new current version
(A.02.00).

8. Verification passed, synchronize to last A-level version
number (A *...) and prepare for next manufacturing revision
(B.00.00).

the working directory is known throughout the DSM net-
work, users can run applications from any network loca-
tion. This is one way that DSM integrates the working
environment for different application programs while let-
ting users run their applications from a common menu.

When the user is finished working on the fileset, it must
be checked in. This returns the fileset to DSM control and
updates the central copy kept by DSM (unlike a library,
DSM always keeps a copy of a checked-out fileset, and
updates this copy only at the user's request). DSM then
removes the fileset from the user's working directory,
places it in the DSM file structure as the current version,
and changes the status table to indicate that the fileset is
again available for updating.

Every time a user checks out a fileset to work on it or
checks it back in, a new entry is made in the status table
for that fileset. As a result, DSM knows when someone is
updating a fileset. During such a time, other users can get
a read-only copy of the same fileset for reference. They can
change this reference copy, but DSM will not update the
central copy to reflect these changes unless the user per-
forms commands that require a more intimate knowledge
of how DSM works. In this way DSM keeps designers and
engineers from stepping on each other's work-they cannot
simultaneously update the same fileset in the same design.
On the other hand, more advanced users can choose to
ignore this protection scheme. The detailed interaction
with DSM required of these users ensures that they are
aware of the consequences of their actions.

The status table not only records accesses to a fileset to
prevent simultaneous updates, but also serves as a log of
all accesses made to a design. Each version created by
check-in and checkout operations creates a new entry that
contains the name of the user that performed the operation,
the node in the network on which the files reside. the

version string that uniquely identifies the files operated
upon, a comment specified by the user, and a time stamp.
This information acts to keep a complete history of design
progress, and is readily available through reports to mana-
gers and others with permission to view the data.

File Security
Like the design information managed by DSM, the se-

curity mechanism is defined in the system tables and is
tied to the file structure. The file structure involves a hierar-
chy of projects and designs, and filesets within designs
that point to HP-UX files. One advantage of this structure
is that user access permissions can be specified at any level
of the hierarchy. AIso, permissions set at higher levels of
the hierarchy govern access to lower levels. Default permis-
sions can be set for the entire network of workstations
defined in DSM, and also for each project and each design.
In addition, specific permissions that act as exceptions to
the default permissions can be set for individual users. The
allowed permissions are update access, read-only access,
or no access,

Thus, users have access to design information according
to the file structure permissions and to HP-UX file permis-
sions. The HP-UX permissions provide unlimited access
for the DSM administrator user who owns all files in the
DSM file structure. This user can define the DSM network,
set the network-wide access permission, create user ac-
counts, and designate other users as project managers. Proj-
ect managers have unlimited access to commands and data
within the projects they manage. They also can define the
access permissions for other users for all designs and
filesets within their projects. Other users have access to
design information according to the permissions set by the
administrator and project manager users.

The goal of the DSM security scheme is to be flexible
enough to meet the security needs of a variety of design
environments, and to allow each site to perform a minimum
amount of security setup. For example, the network access
permission can be set to update, read-only, or no access.
A global update access may be appropriate in an open
design environment where most of the designers work on
most of the designs. In this case, access permissions at
lower levels of the file structure need not be set. In a more
restricted environment, design information may be class-
ified. The appropriate global permission may deny access
to all data and the lower-level permissions may specify
update access for a particular user who has clearance to
work on a particular design or fileset within a design. DSM
thus provides access permissions that are appropriate to
the company environment or the nature of the designs.

Version Control and the Design Cycle
DSM manages files in the context of the design process.

Three Ievels of file management are relevant in the process
of designing and manufacturing a product: control and syn-
chronization of desigrrs across manufacturingreleases, con-
trol of all working files before manufacturing release, and
control of working files for each engineer or designer.

For each level of control, the check-in/checkout process
establishes different file versions. When initializing the
DSM structure for a new design, a project manager in effect
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checks out the files in the design and makes them available
for work on a new manufacturing release. This establishes
a unique version string that will be associated with all
filesets in the design. Within the manufacturing release,
designers check out and work on individual filesets. Be-
cause the designer can go through several iterations of an
automated design task before getting satisfactory results,
the designer may want to save working copies of the fileset.
Each of these working copies is a temporary backup copy
of the checked-out fileset. Such backup copies are useful
while the designer is experimenting with alternate
strategies. However, when the designer gets the desired
results and checks the fileset back into DSM control, DSM
purges the temporary copies from the system.

The control of design versions across manufacturing re-
leases, within manufacturing releases, and for temporary
working copies allows for saving or locking the current
state of the design at major milestones in the design cycle.
The largest milestone is established at each manufacturing
release. Because DSM prohibits changes to versions of files
already released to manufacturing, these released files
should be archived elsewhere to save file space in the de-
sign system.

In addition, the filesets for each manufactured design
should be available for reference in the next release. DSM
provides this capability by synchronizing all filesets with
a unique version string in the process of initializing the
next manufacturing release, The version string identifies
the current version of all information in the design, that
is, the latest version sent to manufacturing.

Within a manufacturing release, milestones can occur
that require verification and approval before continuing to
the next step in the design process. For example, after
completing a printed circuit board, a site may require that
a pilot production run be made and tested before the board
is released for volume manufacture. The designer checks
in the board design and the project manager locks the fileset
to prevent unauthorized change to the layout while the
pilot run is completed. The locked design is still available
for reference (to permit the creation of documentation and
manufacturing files), but changes are not permitted.

Working copies of a design become the designer's per-
sonal version stream. Milestones at this level are what the
designer considers a meaningful point to save work in prog-
ress, and may also depend on special application features.
For example, a designer could choose to save working
copies of the layout after each iteration of the placement-
improve function. The designer could then choose which
of the working copies contains the best placement strategy.

DSM handles design versioning, so the user does not
need to crowd the working directory with multiple design
copies, or worry about overwriting a previous version of
the design. DSM automatically creates a new directory for
each fileset version within the file structure. The user has
the option of keeping these versions on-line, archiving spe-
cific versions, or physically removing unwanted versions.

Archive schedules depend on the amount of available
disc space and the amount of data the user will risk losing
in the event of disc or file system corruption. Users can
archive specific versions by using the unique version string
as an identifier, or by using relative identifiers that refer-

76 rewrrn-plcrARD JoURNAL FEBRUARy igga

ence the current version, the previous version, or the oldest
version that has yet to be archived. To save work in prog-
ress, users can also archive temporary working copies of
checked-out filesets. A design history log shows the status
and current location of filesets, including backup copies,
archived versions, and, if requested, network locations of
data files.

Spooler System
Because a CAE/CAD environment includes special pro-

cessors and peripheral devices, DSM provides a spooler
system to support devices other than the line printers sup-
ported by HP-UX. DSM records information about
peripheral devices in the system tables and secures spooler
system files in a special project in the file structure. As
with other applications, users access the supported devices
through a consistent menu-driven interface. Default
choices in the menu scripts make it possible to use
peripherals without knowing their network location or
command languages.

Users can customize the spooler system to include de-
vices for particular applications (for example, simulators,
routers, or paper tape punch machines). The existing de-
vices can also be modified as necessary. For example, some
photoplotters only accept 9-track magnetic tape files writ-
ten in a particular format.

Customization and Usability
Other DSM functions also provide the opportunity for

customization. The commands that call each application
or check out and check in designs include a parameter that
will run a user-defined script for application or site-specific
preprocessing or postprocessing. The application integra-
tion capability is discussed in the article on page 80.

The goal of DSM is to manage the design environment
and let users do their work unencumbered by administra-
tive details. A CAE/CAD system should not require users
to know operating system or network commands, and a
design management system should not require extensive
additional training for application users or get in the way
of application use. DSM runs in a separate window from
HP PCDS and other applications. DSM functions such as
generating working copies of filesets or archiving designs
are available by shuffling windows. Moreover, when access-
ing DSM, users do not lose their place or need to retraverse
a menu structure to return to the application they were
using. Because of the way HP-UX allows concurrent pro-
cesses, the user can perform DSM functions while an HP
PCDS process continues as a background operation in its
own window.
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A Multidevice Spooler for Technical
Applications
The variety and complexity of shared devices for CAD
sysfems such as one used for printed circuit design require
a flexible spooler with a common access method for all
applications.

by Deborah A. Lienhart

ECHNICAL SOFTWARE APPLICATIONS produce
files that are sent to peripherals, including printers
and plotters. As a physical design system, the HP

Printed Circuit Design System (HP PCDS) produces output
that goes to a wide variety of physical devices. This output
includes manufacturing reports to be printed, check plots
to be plotted, photoplot files to be stored on a nine-track
magnetic tape, and numerically controlled (NC) drill tapes
generated by a tape punch. HP PCDS's Design System Man-
ager (DSM) also uses a cartridge tape drive to archive design
files. In addition to sending files to physical devices, it is
necessary to send files to the Autorouter Module (the
printed circuit board router), which is a batch process.

The target machine for HP PCDS, an HP 9000 Series 300
technical workstation running under the HP-UX operating
system, provides a spooler for line printers and several
methods of writing to tapes, but it does not provide direct
support for plotters or tape punch machines, nor for the
spooling of processes. Since HP PCDS users are printed
circuit board designers, not necessarily computer program-
mers, we decided to provide a spooler that would support
and manage each of the devices necessary for HP PCDS,
using a common access method.

Requirements
Some requirements are common to all of the output de-

vices. There must be a common user interface for sending
jobs to and getting the status of each of the devices. A
common user interface lets the user first learn how to in-
teract with one device and then use that knowledge to
access other devices. The spooler must be able to recover
from device problems, such as the plotter being turned off
or a tape write error. Sending jobs can take a long time if
the files are large, which is especially infuriating if a job
must be sent again because of a device error.

Users must be able to add devices to the spooler and/or
customize the existing devices. The new and/or modified
devices may be like devices already supported, such as
another plotter, or they can be completely different. The
user must be able to send a job to and get the status of a
device on any node in the network subset.

Further investigation reveals that each of these devices
has special requirements to be considered. Because a line
printer spooler (called tp) is shipped with the HP-UX operat-
ing system, a new spooler must be compatible with lp so

that both spoolers do not send files to the printer at the
same time.

The HP-UX commands to save data on tape store the
name of the file on the tape along with the contents of the
files. With some formats, directory hierarchies and file
ownership information are also saved. Although it is often
easier to keep track of the files if they can be given new
names meaningful to the spooler, the spooler must main-
tain both the user's file names and the user's directory
structures.

Some devices, such as tape drives and some plotters,
require time between jobs for the user to change the tape
or plotter paper. A spooler must supply a mechanism for
the user to let the spooler know when the device is ready
for the next job.

Interface programs had to be written for the plotter and
tape punch since none are provided by HP-UX. Finally,
the HP PCDS Autorouter Module must be able to send the
results of the route process back to the user.

Spooler Processes
The DSM spooler system consists of three types of pro-

cesses: the daemon (an HP-UX term for a noninteractive
background process), the drivers (processes that manage
devices), and the scripts (an HP-UX term for files containing
operating system commands).

There is one daemon in the DSM spooler system. At
regular, user-defined intervals the daemon checks to see if
new jobs have arrived. When a new job arrives for a driver,
the daemon wakes up the driver and lets it know that the
job is waiting. The daemon also processes commands for
the spooler system issued by the user.

There is one driver for each device. The driver maintains
the job queue and status information for the device. When
the daemon tells the driver that a new job has arrived, the
driver adds the job to its queue. If the device is not busy,
the driver executes the script for the device; otherwise, it
waits for the device to become available.

The script actually sends the job files to the device. The
scripts for the physical devices are Bourne shell scripts
that use HP-UX commands such as tcio, dd, or lp to send the
output to the device, or use the interface programs for the
plotter or tape punch. When the driver in the Autorouter
Module has a job to run, it executes the printed circuit
board router.
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The spooler processes communicate with each other
through the use of mailboxes. There is a different mailbox
for each pair of communicating processes in each direction
of communication. Fig. 1 shows the spooler processes, their
communication paths, and the mailboxes involved. In gen-
eral, communication flows one way between processes.
The only exception is the communication between the rout-
er driver and the router. In this case, two-way communica-
tion is used to negotiate the conclusion of an Autorouter
Module session. This ensures that the router can produce
a results file that is complete and ready to be sent back to
the user.

The mailboxes are implemented with HP-UX shared
memory, semaphores, and signals. Shared memory is a
section of memory that can be used by multiple processes.
In the spooler processes, the shared memory contains the
command, which is the contents of the mailbox. A sema-
phore is similar to shared memory in that it can be accessed
by multiple processes, but the semaphore operations
guarantee that only one of the processes accesses the
semaphore at a time. In the spooler, a semaphore is used
to indicate whether the information in the shared memory
is valid, or whether the mailbox is full or empty.

Signals are system-supplied mechanisms that allow one
process to interrupt another process. In the spooler, a signal
is sent to tell a process to check the mailbox for incoming
mail.

The protocol for the mailboxes is the same for all com-
munication paths. For example, when the user issues a
spooler command, the command process first checks to
make sure that the daemon's incoming mailbox is empty.
When the mailbox is empty, the command process puts
the command information in the mailbox, marks the mail-
box as full, and signals the daemon that there is mail wait-
ing. When the daemon gets the signal, it checks to make
sure that the mailbox is full, takes the command informa-
tion from the mailbox, and then marks the mailbox as
empty. For communication paths where there is only one
possible message, only the signal part of the mailbox and
protocol needs to be used. This is the case when a script
process needs to tell the respective driver that it is finished.

Spooler Job Flow
Fig. 2 shows the job flow through the spooler system. A

spooler job (#1 in Fig. 2) is a directory that contains the
data files for the job and the driver command file. The
driver command file contains the date, the user's name,
the directory and node from which the files came (usually

! Continuing Process

QQhterminent Process

-tCommunication

.r
[l Mailbox

Fig. 1. Spoo/er processes, communication paths, and mail-
boxes.
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Fig.2. Job tlow through the DSM spooler system.

the user's home node and home directory), the design
name, and a message string. Since each job is contained
within its own directory, the data files can keep their orig-
inal names and directory structure without worrying about
naming conflicts with other jobs.

When the job is in the process of being created, its HP-UX
directory permissions are set to a state that the spooler sees
as locked. When the job is ready for the spooler, its HP-UX
directory permissions are set to an unlocked state. The
daemon checks each driver's directory to see if there are
new jobs (#2 in Fig. 2). The spooler sees the new job and
wakes up the responsible driver (#3 in Fig. 2). The driver
changes the name of the job directory to show the job's
position in the job queue, creates a string from the driver
command file that will be used to identify the job, and
then adds the job to the status file. When the device is
available, the first job in the queue is executed (#4 in Fig. 2).

Several commands can be issued by a user to interact
with the spooler system. Some of these commands change
the configuration of the spooler system while the spooler
is running. These commands are starting or stopping a
driver, and changing the polling interval. Besides the con-
figuration commands, there are commands that tell the
spooler to do something specific. With these specific com-
mands the user can cancel a job, tell the driver that the
device is ready for the next job, reset the driver after a
device error, and tell the daemon to poll once for each of
the drivers.

Customizing the Spooler System
The initial configuration of the spooler is determined by

the daemon configuration file. This file is a normal text
file so that it can be easily modified. The configuration file
contains the polling interval and information for each
driver. There is a spooler command that allows users to
add drivers to the spooler without editing this file directly.

The configuration information for each driver includes
the name of the driver's directory, the path to the driver
code, the self-start bit, and the active bit. The self-start bit
specifies whether the device can start jobs without operator
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setup. If the device cannot start jobs without operator setup,
the driver puts a message in the driver status file that says
that the device needs attention and waits for the operator
to issue the device-ready command. When the driver gets
this command it runs the job. If the device does not require
operator setup, the driver starts the job immediately.

The active bit says whether the driver should be started
when the daemon starts. The daemon can start drivers that
are listed in the daemon configuration file, so if the user
does not always want to run a particular driver, the active
bit can be set so that the daemon does not start that driver.
The information will still be in the file in case the user
wants to start the driver later. For example, if a plotter is
not usually attached to a node, but there is one occasionally,
this bit can be off.

The driver scripts are Bourne shell scripts which can be
customized by editing them. For example, there is a line
in the TapeDrive script file that writes files to the nine-track
tape drive. The user can change this line of the file to
change the block size or format of the tape. If the user wants
to add another plotter to the system, the driver script for
the new plotter can be created easily by modifying a copy
of the script file for the existing plotter, To add a completely
new device such as a numerically controlled drill with an
RS-232-CA/.24 interface to the spooler, only a new driver
script and possibly an interface program would need to be
written.

Spooler and DSM
The Design System Manager (DSM) manages desigrr in-

formation for CAE/CAD applications and is included with
HP PCDS. DSM maintains the design information in a
hierarchy of projects and designs. The menus used by the
1.0 and 1.1 versions of HP PCDS, DSM, and the spooler
are also based on this hierarchy. Fig. 3 shows a DSM hierar-
chy of projects and designs with the spooler command
menus.

The spooler system has its own special DSM project
called spoot-ER. The spooler commands can be found in
the SPOOLER project directory. Some of the spooler com-
mands can also be found in the Soooler menu in each DSM

design directory,
There is a DSM design for each driver in the SPOOLER

project. The driver's job queue and status files are main-
tained in the driver design directory. The send-job and driver-
status commands for each driver are found in that driver's
design directory. These commands are also found in menus
with the same name as the driverunderthe design directory
for each DSM design.

The send-job and driver-status commands provide the inter-
face to the DSM spool command. The spool command can
create spooler jobs on any node in the network subset and
can copy files from any node in the network subset. The
spool command uses the DSM system tables to gather infor-
mation about the user who is sending the job, the files that
are included in the job, the location of the files, and the
location of the device. For example, if the user is sending
a job to the Autorouter Module on the router workstation,
DSM can supply the names and locations of the input files,
and the name and location of the router workstation. DSM
also opens any necess€fy network connections and copies
the files to the router's driver design directory on the desti-
nation node. If the routing is to be done on the local node,
the spooler is notified that a new job has arrived. All of
this is done just by picking the sendjob command in the
PCRouter submenu of the menu for the current design and
choosing all of the defaults. When the job is finished, the
router driver uses DSM to send the results file back to the
user. Of course, the job can be processed on a different
node or use different input files if the default conditions
are not chosen.

Summary
The DSM spooler system provides a method for accessing

each of the peripherals and the Autorouter Module through
a common user inter{ace. This lets HP PCDS users concen-
trate on designing printed circuit boards instead of interact-
ing with each device individually. The DSM spooler can
be easily customized. This allows customer sites to config-
ure the system so that it works with their peripherals and
manufacturing processes.

Because the spooler is integrated within DSM, the user

Flg. 3. DSM project and design
hierarchy with spooler menus.
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does not need to specify information that is already known
by DSM, such as the names and locations of files. In addi-
tion, DSM can be used to transfer job files and status infor-
mation across the network.
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Integrating Applications in a Design
Management System
The many data files and applications involved in a CAD
syslern require a sophisticated management system to
preserve data integrity, prevent conflicts, and maintain
design documentation.

by Mark E. Mayotte

DESIGN MANAGEMENT SYSTEM that manages
versions of and access to design information satis-
fies the basic requirement of keeping a company's

data organized and protected. If the applications that create
and maintain the data are excluded from the management
system's control, data integrity is jeopardized. HP's Design
System Manager (DSM) exceeds these usual file manage-
ment tasks by providing application integration functions.
These capabilities include automatic invocation and envi-
ronment initialization and serve as the primary mechanism
for user customization and expansion of DSM.

Design System Manager was developed in coniunction
with HP's Printed Circuit Design System (HP PCDS) to
allow an organization to control the access to and the dis-
tribution of their CAD data. The basic functions of a design
manager are to provide the file management tasks of ver-
sioning, access control, archival storage, and reporting. If
applications are not integrated into a design manager, the
link between it and the huge amounts of data produced
during the design process must be the user.

DSM provides an open, intrinsically customizable appli-
cation management capability that integrates the applica-
tions used (in the case of HP PCDS, schematic capture and
simulation, circuit board design, and generation of man-
ufacturing outputs) into its management environment.
DSM is a general-purpose data management environment
and is not limited to supporting applications that currently
use its capabilities. Any data-intensive application im-
plemented on the HP-UX system can benefit from inte-
gration into DSM. Two types of integration are supported:
environment initialization and automatic execution.

Environment initialization uses information in a data
base maintained by DSM and optional preprocessing and
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postprocessing information. The stored definitions are
used to interface the CAD applications with the operating
system and information kept in the design data base. The
benefits of this form of integration are ease of use and
controlled access to applications and their data.

An example of this feature's use by HP PCDS is the
PCDesign printed circuit design layout editor. To execute
the editor, 16 parameters must be specified. These param-
eters include the locations of the editor's system files, work-
ing files, and component data bases. The data bases and
working files are maintained by DSM, and the locations
vary according to the design in progress, the user perform-
ing the work, and the network configuration. The environ-
ment initialization capability enables DSM to supply this
information to the application.

Automatic execution allows applications to be executed
as a side effect of routine data management operations. The
benefits of this second form of integration are the enforce-
ment of a site's design process rules, ease of use, and cus-
tomization of the design manager. This customization abil-
ity also permits DSM to be less restrictive in its default
configuration. A site need not add any automatic process-
ing if a relaxed development process is desired, but more-
rigid systems can be supported.

The automatic execution feature is provided primarily
for DSM users and is not currently used by HP PCDS. A
possible use is the mailing of a notification to a project
manager when a designer checks out a design for initial
work. A more powerful use is the automatic execution of
a design rule checker when the design is checked in-if
the design does not meet site manufacturing standards it
cannot be checked in until the errors are corrected.



Environment Initialization
Large complicated applications, especially data-inten-

sive ones such as CAD applications, require nontrivial ini-
tialization, invocation, and postprocessing just to get them
to work. Add these operating system requirements to the
rules that a site requires and the result is a complicated
set of incantations that the user must learn before any useful
work can begin. If all of the HP-UX operating system com-
mands and commands necessary to follow conventions
used at the user's site can be captured in one place, the
user is freed from having to learn more than what is neces-
sary. A user knowledgeable in the operating system can
use the mechanism that DSM provides to capture this infor-
mation and manage its distribution on the network. These
rules are stored in DSM's data base and customize its op-

eration to the needs of the site. By including this capability,
DSM frees each site to concentrate on what must be cus-
tomized instead of how to manage the result.

Initialization and cleanup are accomplished through the
use of preprocessing and postprocessing Bourne shell

scripts (collections of HP-UX system commands and simple
control constructs). These scripts are executed before and

after the application they surround, which provides points

of control where the required incantations can be per-

formed. Separate scripts are used to avoid the need for
users to alter files installed as part of a supported product.

These preprocessing and postprocessing scripts are

called triggers. The name is taken from the manner in which-
they are automatically run when the user requests execu-
tion of the related application, thus triggering their execu-
tion. DSM provides for the association and disassociation
of triggers with applications and the distribution and man-
agement of trigger files across a network. A proprietary data
base stores the triggers associated with each application.

In addition to providing for site customizable preprocess-
ing and postprocessing via triggers, a link to the information
maintained in DSM's data base is necessary to tighten the
link to an application further, such as between HP PCDS
and DSM. The HP-UX operating system has the ability to
pass parameters to a program from the command interpre-
ter. This parameter passing capability is used in conjunc-
tion with a simple query mechanism (see page 82) to com-

municate information from the DSM data base applica-

tions, Most of the information passed between DSM and
HP PCDS applications concerns the location of files under
DSM's control. These files are component data bases and
user-specific working areas. It is not enough to supply just

the locations of the files since they can reside anywhere
on the network. If a file does not reside on the local file
system, DSM automatically initializes a network connec-
tion between the local system and the node on which the
files reside. It is through this ability that a degree of network
transparengy is implemented; HP PCDS need not be net-
work smart to make use of the distributed file system pro-
vided by HP's NS/9000 remote file access capability.

Automatic Execution
Once the definition of an application is available to DSM,

it can be used at the request of the user, as outlined above,
or automatically. By associating the application with a proj-
ect or design in the DSM structure, operations on that DSM

structure will trigger execution of the application. Event-
driven automatic execution of this kind enables a site to
enforce the design discipline dictated by its needs.

Optional preprocessing and postprocessing triggers can
be associated with a project or design. Whenever a check-in,
checkout, or other operation that manipulates versions and
provides access to data is requested, any existing triggers
are executed. For example, consider a printed circuit design
group that uses a formal sign-off procedure when releasing
a design to manufacturing. An application has been written
that records whether or not each approval has been ob-
tained. When the designers are finished, their manager
locks the applicable files to prevent modification during
the verification and final sign-off process. [The lock oper-
ation could have attached a postprocessing trigger that
would mail a notification to each party whose approval is
needed.) A second trigger is placed at the front of the man-
ufacturing release command.* This trigger checks the sign-
off record and fails if any of the required approvals is miss-
ing, thus aborting the attempt to release the design. The
sign-off checker accesses a file that is maintained by DSM.
Since the file can exist anywhere on the network, the first
type of application integration described aboveris used to
package all of the commands necessary to execute the sign-
off checker. Pseudocode for the preprocessing trigger to
the manufacturing release command is shown below.

Both types of integration are shown. The sign-off checker
program was defined in DSM, thus eliminating the need
to perform operating system incantations in the preprocets-
ing trigger, and the automatic execution of the ctiecker
prevents unapproved designs from entering the manufac-
turing process.
I If a ReleaseDesign operation: Use dsmappl (discussed later)

to execute the sign-off checker storing the success indi-
cator in the variable status with any messages saved in a
file called results.

I If status is failed: Send mail to the appropriate manager
indicating the failure with the results file attached for
details, abort the ReleaseDesign operation.

The Bourne shell script is:

# The inilversion command calls the DSM command ckinit. The
# - r optign to the ckinit command indicates a manufacturing release
# level initialization. The test checks these two values.
# The script assumes that the proj-mgr user is responsible
# tor ading on failed manufacturing release attempts

i f  [$cmd :  ck in i t  -6  $ l  :  - r  ]
then

dsmappl sign_off_checker ) /tmp/results
i r [ $ ? ! : 0 ]
then

echo "FAl LED SIGN-OFF-CH ECKEB :" ) /tmp/header
cat /tmp/header /tmp/results I mail proj-mgr

rm /tmp/header /tmp/results # some cleanup
exit 1 # exiting the trigger etfectively aborls command

fi
TI

# end of preprocessing trigger, ReleaseDesign operation follows
*DSM has a command called Rel€as€D€sign thal is used to submit a design for manufacturing
release. This command initializes a new stream of versions separate lrom the earlier stream
and prevents any changes to the earlier stream.
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DSM Query Facility
The DSM command that handles the application inter-

face is called dsmappt. When creating an application refer-
ence the customizer specifies:
r The name that DSM will use to refer to the application
I The program to be executed
r The preprocessing trigger
r The postprocessing trigger
I A definition for each positional parameter to be resolved

from the data base and passed to the application.
The dsmappl process gathers the positional parameters

and constructs the argument vector used to execute the
application as a child process. If preprocessing and/or post-
processing triggers have been attached to the application,
an environment must be set up that executes the applica-
tion and the triggers in one process. Certain IIP-UX environ-
ment initializations are not inherited across sequentially
executed processes. To avoid this loss of environment, a

new command must be constructed.
The new command is begun by first writing the prepro-

cessing trigger to a temporary file. A command is con-
structed that calls the application using the information
supplied in the definition and this command is appended
to the end of the temporary file. The postprocessing trigger
is then appended to the end of the temporary file. The
result is a Bourne shell script that can be executed as the
child process of the dsmappt call.

The constructed command is executed using the HP-UX
fork/exec procedures and dsmappl waits for its child, the ap-
plication that the user requested, to complete. dsmappt stays
around to maintain the environment that it initialized
while gathering the positional parameters, the most impor-
tant component being the initialized network connections.

The types of parameters that can be specified with the
applications definition in the data base are:
! project, the name of the current project

HP PCDS Librarv Module

The Library Module (LM) is the data base management system
for HP's Printed Circuit Design System (HP PCDS). The major
contributions of the Library Module are its speed and its large
data base containing over 8500 component definitions. The Li-
brary Module provides the capability to enter, modify, and store
component information required by HP PCDS for printed circuit
board design. This information is organized and stored in three
data bases: USER, PROJ, and CORP. The three data bases are
searched in hierarchical order for component information, start-
ing with data supplied by the user/designer, progressing to proj-
ect data, and finally moving to corporate (or master) data.

Component information required in the design process can
be extracted from data bases on the local node or remotely over
the local area network (LAN). Data base access across the net-
work is made transparent to the user through the Library Module's
tight interface with the HP PCDS Design System Manager (DSM).
The Library Module does not limit technologies (e.g., surface
mount devices or thick{ilm hybrids) that can be used in Hp
PCDS. The Library Module data bases are in a multiple-reader,
one-writer environment that allows multiple applications to read
the same data base at the same time and allows one application
to write to the data base while other applications are reading.

A forms editor lets the user enter or modify component data.
HP's logical layout system, DCS, can be used to enter logical{o-
physical mapping information for pin, gate, and group swapping.
This information can be defined in the Library Module or defined
in DCS and transferred to the Library Module data bases using
a supplied component-transfer program. A macro command lan-
guage provides links for user-customized use of the Library Mod-
ule interface. Graphical component display and input are pro-
vided by the Library Module macros. On-the-fly component ver-
ification is provided in the forms editor and the veritication rules
can be modified by the user to meet site specifications.

Data llefinition
Data stored in the Library Module is broken into two pieces:

master data and variable data. The master data contains entry
names, and the variable data contains the data used to define
the entry. The entry types that HP PCDS cunently supports are:

Fig. 1, Ihe composition of a component definition allows
sharing of entries to reduce data redundancy.

I EQVC, which defines the logical{o-physical mapping informa-
tion for a component.

r PHYS, which defines physical component information such as
pin layout, component outline, autoplace and autoroute param-
eters, and silk-screen information.

I COMP, which is the main component entry type and contains
logical pointers to EevC and pHyS entries along with compo-
nent descriptions, component versioning, and information for
an HP 3065 Board Test System. The name typically given to
a COMP entry is the component name, such as 74LS04.

I GRAF, for entries used to detine board logos.
I MATL, which allows a designer to define thickjilm hybrid com-

oonents.
The separation of the mapping, physical information, and com-

ponent identification allows a design group's librarian to reduce
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data redundancy by sharing entries across component maln
entries. For example, hex inverters generally have the same log-
ical mapping information, but do not always have the same pack-

age. Therefore, they can share the same EQVC entry, but have
different PHYS entries (Fig 1). Similarly, a dual four-input t'tOR
gate and a quad analog switch may share the same PHYS entry'
but have different EQVC entries.

Each entry is made up of several groups. A group is a table
of information similar to that found in a relational data base model,
and each group is made up of one or more f ields and one or
more records (tuples). The entry name is used to produce a hash
table index key into the master file. The index into the master file
contains a logical pointer to the definition of that entry in the
variable file (Fig, 2). This scheme provides very fast access to
the contents in the data base, allowing designers to access any
of thousands of components at interactive speeds. The speed
in data access is apparent both locally and while accessing the
data base remotely using LAN remote file access. This is a result
of the simple storage mechanism and file structure.

Data Environment
Three data bases can be accessed simultaneously for compo-

nent definit ions:
I usER, a user's or designer's own component entry data
r pRoJ, component entry data specific to a group of users
I conp, component entry data central to an organization or cor-

ooration.
Entries that make up a complete component description need

not be in the same data base; they can be distributed beMeen
data bases (see Fig. 3). The HP PCDS Design Module sequen-
tially searches through the data bases for entries in the order
usER-PRoJ-coRP (Fig. 4 shows the data base hierarchy). The
coMP main entry must be at or below the PHYS and EQVC suben-
tries in the search hierarchy. Therefore, if a coMP entry is found
in the pRoJ data bases, the subentry definitions must be in the
PRoJ or coRP data bases. The Library Module allows a user to
build a subentry in any one of the three data bases, but only

Fig. 3. Ihe sharing of information across data bases and the
search order to resolve entrv definitions.

Fig.4. The data base hierarchy.

allows a coMP entry to be built that accesses a PHYS or EQVo
entry in the USER-PROJ-CORP search order,

Data base access across a network is supported through LAN
remote flle access capabilities. The Library Module uses the
PCDS Design System Manager as a sort of data dictionary to
inform it of the locations of the data bases. lf a data base is
located on a remote node, DSM opens the network path to that
remote node before invoking the Library Module.

Macro Language
The Library Module has a built-in macro command language

that allows users to write their own commands and manipulate
different sets of graphically defined data. The macro language
is an interpretive language. lt is extensive enough to allow a data
base administrator to define menus, read from or write to files,
and modify entry field data

Customizability
The data base schema can be modified by the design team

as desired- The system allows customers to define new groups
and fields within the entries. The new groups deJined in the
schema can be manipulated in the full screen editor using macros
the design team writes. The new groups are also carried along
with the component into a Design Module design file. This new
group information can then be accessed programmatically
through the Design Module design data access routines (DDAR).

The group and field descriptions are also stored in the schema
and can be modified. The Library Module uses these descriptions
for user help. Field and entryvalidation rules can also be modified
or added to the schema to ensure compliance with design team
guidelines and specifications when building a component.

John M. Agosta
Development Engineer

Electronic Design Division

I

I
design, the name of the current design
project:design.file, the location of the current version of a
piece of DSM-maintained data. By using DSM to manage
the data and requesting the location from DSM, the ap-
plication is assured of using the most up-to-date version.
DSM will also initialize any required network links.
home, the current user's working directory. In HP-UX
each user has a home directory. DSM extends this con-
vention by adding a home node in the network' Resolving
the home parameter returns the path to the standard loca-
tion for working files on the network and initializes any
required network connections.
?promplstring?. The prompt string is displayed and the
user must enter a response which then becomes the value
of the parameter.
literal-string. The literal string is interpreted by the HP-UX
Bourne shell and then passed to the application. The

experienced HP-UX user can define literal strings that
include wild-card characters and variable references that
provide access to the rich set of capabilities supported
for HP-UX shell programming.
To understand the purpose of each parameter type it is

important to remember that DSM maintains all data in a
simple hierarchy of projects and designs within projects.
Versions of data files are kept within each design. DSM
also provides for the maintenance of user logins and envi-
ronments on an HP-UX system. If an application wants to
make use of DSM-maintained data, it must be able to query
the projecVdesign hierarchy, where each user wishes to
keep work in progress, and the locations of files in DSM's
control.
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Software Quality Assurance on the HP
Printed Circuit Design System Project
by David E. Martin

FFORTS TO ENSURE SOFTWARE QUALITY must
be planned for and kept visible throughout the entire
project life cycle. Such efforts were particularly

important during the development of Hewlett-Packard's
Printed Circuit Design System (HP PCDS). Focusing on
quality alone has the inherent danger of never releasing
the product because it is not perfect. Developing methods
that result in a product that meets high quality standards
without sacrificing aggressive goals for a product release
date is a monumental challenge for HP as well as the rest
of the industry. Two key ingredients in addressing this chal-
lenge are quality assurance and engineering productivity.

QA Plan
Often a quality assurance plan is viewed as a necessary

nuisance at best and busy work at worst. For a QA plan to
contribute to bettering the quality of the software, engineers
and management should view it as a contract among them-
selves detailing their quality efforts.

The QA plan includes the release criteria for the project,
which are the basis for the rest of the document. Although
release criteria are usually custom tailored for each project,
there are some items that are fairly common, such as a
clear downward trend of the defect rate, execution of all
of the individual test plans, no known critical defects re-
maining, etc. The rest of the plan describes how it is an-
ticipated that the release criteria will be met.

An optimal QA plan requires extensive effort from
everyone. The management team provides the framework
for specifying what areas need coverage and ensuring that
the coverage is adequate. The details about how to perform
the testing are left to the engineering team. It is vital that
everyone knows the plan, believes it, and is committed to
fulfilling it. To that end, the QA plan is not a static docu-
ment, but a dynamic one. It is impossible to foresee all
events that might cause certain sections of the document
to become infeasible, inadequate, or even unnecessary.
Thus the plan becomes much more valuable to a project
team if it is kept current, reflecting the real intentions of
the team. As the testing progresses, results are entered.
Performance measurement results are especially important
for comparing later revisions of the product. The results
give the management team invaluable information for de-
ciding when the formal QA phase should end. A side ben-
efit of keeping the QA plan current is that it automatically
becomes a final document for the product archives.

Defect Tracking
Software defects come in many forms. Many are very

innocuous, such as the misspelling of a word or unclear
error messages. Others are of such a critical nature that the
application software aborts unexpectedly and data is lost.
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Throughout the life cycle of any software project a large
number of defects are encountered and fixed. Attempting
to keep track of thousands of defects in a large software
project using a manual method is untenable and especially
abhorrent, given the fact that HP is in the computer busi-
ness. Having an automated defecttracking system is viewed
as a necessity for helping the management team balance
resources and provide the engineers with data on locating
and fixing defects. The two major defects tracking systems
used in HP are STARS and DTS.1 STARS (software Track-
ing And Reporting System) runs on HP 3000 Computers
under the MPE operating system and is used by marketing
and field sales organizations. DTS (Defect Tracking System)
runs on HP 9000 Computers under the HP-UX operating
system.

HP PCDS Development
Since HP's Printed Circuit Design System was developed

in the HP-UX environment, it was felt that the engineers
would be more productive using DTS. With other systems
for tracking defects, it is not uncommon for the R&D lab
to be unaware of defects because the procedure for report-
ing them is too cumbersome. However, with DTS the ease
of entering defect reports facilitated the logging of the vast
majority of defects encountered. Furthermore, because DTS
was installed on every engineer's workstation, engineers
found it very convenient to use DTS as a lab notebook.
Notes about what caused a defect and ideas on how to fix
it were stored directly with the defect data packet. Remind-
ers to enter copyright notices, say, were entered as "de-
fects." Ideas for new features were entered as enhancement
requests.

Throughout the HP PCDS project, the management team
was kept up to date with accurate statistics that were used
to measure the quality of the software. For example, one
measurement that was closely monitored was the number
of defects reported versus time. A clear downward trend
of this curve is evidence that QA efforts are improving the
quality of the software.

Although there were many advantages for the lab in using
DTS, the needs of the field, sales, and marketing organiza-
tions could not be ignored. Before manufacturing release,
the outstanding defects from DTS were copied into the
STARS data base. Defects from the field and sales organi-
zations are entered in STARS and then copied over to DTS
for the lab engineers. There is now software that automat-
ically provides a link between DTS and STARS which
keeps the two data bases synchronized. Although support-
ing two defect tracking systems simultaneously is certainly
not easy, the advantages make the effort worthwhile.



Environmental lssues
It is unreasonable to expect anyone to produce quality

results in an atmosphere that is not conducive to the task
being performed. In the ideal case, the physical environ-
ment for a software project should be completely unobtru-
sive, allowing the engineers to focus their efforts on soft-
ware development, rather than on manipulating that en-
vironment. With each engineer equipped with a worksta-
tion, the environment immediately becomes somewhat less
than ideal because the numerous workstations create a need
for some level of systems administration.

The use of a local area network (LAN) and the addition
of a full-time systems administrator can turn this potential
liability into an asset. For example, the systems adminis-
trator provides expertise in installing and updating sys-
tems, troubleshooting hardware and operating system fail-
ures, and maintaining the LAN hardware and software.
The LAN provides many services that improve the produc-
tivity of engineers. The use of electronic mail over the LAN
promotes communication with little effort on the part of
the engineers. The systems administrator facilitates this
activity by establishing and maintaining electronic mail-
boxes for all the LAN users. Fig. 1 illustrates a method that
minimizes the overhead generated by maintenance. Using
this method, changes can be handled easily by the systems
administrator, since only the files on the central system
need to be modified. The addition and deletion of user
mailboxes is very straightforward for the rest of the lab.

The LAN also plays an important part in the engineer's
development environment. Typically, a team of engineers
works on the same software module. This requires that
each engineer have access to all of the module's files and
that there be an easy way to prevent inadvertent simultane-
ous updates to the same file by more than one person. The
use of SCCS (source code control system), a standard toolset
provided by HP-UX, with the LAN provides a foundation
on which to build a stable working environment. SCCS
requires that files be checked out for the purpose of making
modifications, and uses a semaphore to allow only one
user to check out a file at a time. While a file is being edited

Fig. 1. Method of establishing mailboxes that reduces the
overhead required for LAN maintenance by the systems
administrator.

by one user, other users can still get a read-only version
of the file. SCCS also keeps version information so that, if
need be. an earlier revision of a file can be restored.

In a distributed environment, there may be a tendency
to have each engineer responsible for a defined set of files,
with the SCCS files resident on the engineer's local work-
station. This approach unfortunately creates extra mainte-
nance for everyone when files shift responsibility or if there
is joint ownership of files. Keeping the SCCS files on one
workstation designated as a team master system avoids this
confusion, yet the LAN still allows the necessary flexibility.
Although the SCCS files reside on a remote machine over
the LAN, an engineer still has access to them by remote
file access (RFA). Makefiles can be set up to perform all
comrnands necessary to build the software module, ref-
erencing the location of the SCCS files relative to the local
machine. By doing this, each engineer has a local copy of
the module which is built from the latest versions of the
SCCS files. While an engineer has a file checked out for
editing, the other members of the team still have copies of
the file before the checkout. Only after the engineer has
made appropriate tests is the revised file checked back in
and made available to all. In this way, the entire team has
access to the latest software, but is protected from the ex-
perimentation of individuals.

Additional benefits are derived from the physical envi-
ronment chosen. Since HP PCDS was developed on the
product's target hardware, testing was more convenient for
the engineers. The LAN was extensively used when defects
were encountered. The engineer could view data files on
a remote system or copy them to a Iocal workstation using
the LAN. Then debugging activities could take place at the
engineer's desk. In other cases, a special version of the
code that could be used with the debugger was copied to
the test system and the debugging activities took place on
the test system. The LAN reduced the overall need for
physical media such as magnetic tape for the transferring
of files.

System Integration
At some point, all modules must be integrated and the

product as a whole must be built on a single workstation.
The process must be highly reliable, because at the end of
the project cycle, time cannot be wasted trying to figure
out how to build the system, or chasing down the reason
that some file won't compile. To have continuing confi-
dence in the process, it was decided to rebuild the HP
PCDS product every night. A workstation serving as a prod-
uct master system was dedicated to this task of system
integration. This system provided a central repository for
files shared by the team masters. Every night each team
would build files required by other teams. These would be
copied to the master system before a prescribed time. Teams
would then copy the files required from other teams from
the master system and proceed to build their respective
modules. This distributed method of building the product
ensured that interteam dependencies were checked con-
tinually. This method was incremental in nature because
only the files that had changed were recompiled.

On a periodic basis, it was necessary to verify that the
whole product could be built entirely from scratch on a
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single workstation. This had the advantage of uncovering
any implicit assumptions that might not be valid. This was
done by copying all of the SCCS files from the team masters
to the master system. The product was then built, and an
installation tape was produced for verification and testing.
By establishing this build-and-system-integration process
early in the HP PCDS project, valuable time was not con-
sumed at the end of the project, the most critical phase,
attempting to get the process under control.

Formal QA Activities
Before entering the QA phase, some QA activities have

already been accomplished. Design and code reviews cer-
tainly contribute to the quality of the software, yet must
be done during the design and implementation phases of
the project. During the QA phase of the project, the QA
plan becomes the guiding force. To complete the project
and ensure that the product has high quality, the plan must
be executed. The confidence in the product's quality is in
direct proportion to the amount of testing that has been
performed on the product. However, testing hours alone
do not tell the whole story. There must be a variety of
testing, with emphasis placed on testing the right things.
Engineers are very good at deriving "white box" tests. That
is, since they have developed the software, they know how
it functions, and are best able to develop tests that stress
boundary conditions, limits, and other structural tests.

A group of engineers from a different section of the lab
formed a small test team. This test team had the charter to
test the HP PCDS product against its manuals. Nothing is
more frustrating to a customer than having the behavior of
the software be completely different from what is described
in the documentation. The test team members were able
to bring their engineering skills to bear on the problem
without being biased by intimate knowledge of the internal
workings of the software.

Another opportunity for testing came in the form of sup-
port engineer and field engineer training classes. Getting
prerelease software stable enough to support training
classes during the early phase of the project helped estab-
lish installation and system integration processes and illumi-
nate deficiencies and weaknesses in the product. The train-
ing classroom had the serendipitious advantage of provid-
ing ideal resources for hardware configuration testing dur-
ing idle times.

Another whole category of testing is more important to
customers. This is fitness for use, that is, can the customer
use the product in its intended application? Software en-
gineers rarely have strong backgrounds in the use environ-
ments for the applications they are developing. The addi-
tion of an application resource (AR) team composed of
typical end users fills this gap. In the case of HP PCDS,
several experienced printed circuit board designers were
assembled as the AR team. Their job was to use HP PCDS
to design actual printed circuit boards. It was extremely
advantageous that the AR team was in the same physical
location as the software lab. During the process of designing
a board, the AR team would give instant feedback to the
lab engineers concerning problems, suggestions, etc.

The AR team was particularly qualified to evaluate the
results produced by HP PCDS. With an experienced eye,
they could quickly spot a problem that a software engineer
would never notice. It is typical for prospective buyers of
a printed circuit board design system to request that a
printed circuit board board representative of their require-
ments be designed on the system before purchase. This
benchmarking activity was very professionally accom-
plished by the AR team.

The AR team also coordinated and gave support to the
alpha test sites within Hewlett-Packard. Alpha sites were
chosen such that HP PCDS would have a wide exposure
to different printed circuit board technologies. There was
a strong partner relationship between the lab and the alpha
sites. The alpha sites benefited from their participation by
receiving the software much earlier than the rest of HP and
by being able to provide input regarding desired product
refinements. Naturally, the design team benefited from the
extra end-user testing. The AR team and the alpha sites
had the experience to evaluate the quality of HP PCDS
properly from the customer's perspective. They were the
"voice of reality."
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Silicon-on-lnsulator MOS Devices for
Integrated Gircuit Applications
Several techniques for fabricating regions of crystalline
silicon on insulating substrates are available. Ihese
methods are described briefly and device design
considerations introduced bythe use of SO/are discussed.

by Jean-Pierre Colinge

ILICON-ON-INSULATOR (SOI) technologies are
a growing class of techniques for fabricating inte-
grated circuits. Unlike conventional devices fabri-

cated in bulk silicon, SOI devices are made in a thin silicon
layer deposited on an insulator, which can be either
amorphous or crystalline. When a crystalline insulator is
used the silicon layer can be grown epitaxially, provided

the lattice parameters of the crystalline insulator are not
too different from those of silicon.

Silicon-on-sapphire (SOS) is the best-known technology
making use of silicon epitaxy on an insulator. SOS is a
technically successful technology (many satellites contain

SOS circuits), but the high cost of the single-crystal sap-
phire wafers renders this technology impractical for most
commercial applications. Other crystalline materials, such

as calcium fluoride, are being investigated as a replacement
for sapphire.

Another alternative is the use of an amorphous insulator.

Silicon dioxide [SiOr) is the most widely used insulator

since it is fully compatible with existing integrated circuit
fabrication techniques. The most mature methods for form-
ing a silicon-on-oxide structure involve either implanting
oxygen into a silicon wafer or recrystallizing polysilicon

deposited on an SiO, layer. Both approaches are being
investigated at Hewlett-Packard.l'2

The oxygen implantation method is called SIMOX (sep-

aration by implantation of oxygen). During this process, a
very high dose of oxygen (2 x 1018 atoms/cm2) is implanted
into a silicon wafer to form a buried layer of stoichiometric
SiOr. Implantation energy and temperature are carefully
chosen to leave a thin layer of single-crystal silicon on top
of the silicon dioxide layer.

The other method, recrystallization of polycrystalline

silicon deposited on an oxide layer, can be achieved by
various techniques. All of these are miniature versions of
the zone-melting recrystallization (ZMR) technique used
to produce bulk silicon single crystals. In micro-ZMR tech-
niques, a thin polysilicon film is melted using either an
electron beam, a focused laser beam, or a focused incoher-

ent light source. The thermal profile of the silicon film is
controlled in such a way that upon cooling, large single-
crystal areas are obtained in which devices and circuits
can be formed. Micro-ZMR also opens the door to three-di-
mensional (3D) integration where two or more active layers
are formed on a silicon wafer. Using a laser, for instance,

it is possible to recrystallize a silicon layer deposited on
an existing integrated circuit to realize another active layer.
The fapanese Ministry of Trade and Industry (MITI) is fos-
tering research in 3D integration, and 3D prototype circuits
such as camera photosensors and memory chips have been
produced.3

In the U.S.A., most SOI research is oriented towards
producing radiation-hardened circuits and providing a
cheaper alternative to SOS technology. Good radiation
hardness is not the only advantage presented by SOI struc-
tures. The inherent dielectric insulation of SOI devices and
the relative thinness of the silicon film in which devices
are made make SOI an ideal choice for high-speed, very-
large-scale integrated circuit fabrication.

Fig. '1, Cross-seclions of CMOS invefters made using bulk-
silicon (top) and SOI (bottom) technologies. Resistors and
bipolar transistors in the bulk device symbolize the npnp latch-
up pan.
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General Properties of SOI Devices
Although different types of transistors (bipolar, fFET,
DMOS, etc.) can be fabricated in SOI f i lms, MOS and more
particularly CMOS devices seem to take best advantage of
SOI technology. These advantages are absence of latch-up,
process simplici ty, radiat ion resistance, and reduction of
parasitic capacitance.
Absence of Latch-Up. The latch-up phenomenon is the
unwanted triggering of the parasitic npnp (thyristor) struc-
ture present in a standard CMOS circuit. The thyristor can
be schematically represented by two bipolar transistors
(Fig. 1, top). Triggering can be induced by l ight, alpha
particles, and even thermal noise. In an SOI CMOS struc-
ture (Fig. 1, bottom), there is no such npnp structure since
the transistors are dielectrically insulated from one another
by si l icon dioxide.
Process Simplicity. Fabrication of CMOS structures is
much simpler in SOI than in bulk silicon. Acceptor or
donor impurity doping of the si l icon islands can be
achieved during the implantation step used to control
threshold voltage. Therefore, there is no need for creating
diffused wells, an operation that consumes both process
time and silicon real estate in a bulk-silicon CMOS process.
Bulk-silicon technologies use techniques such as LOCOS
(local oxidation of silicon) or etched trenches backfilled
with an insulator to isolate devices from one another. In
SOI, a patterned silicon etch can be used readily to form
islands. Relatively thin LOCOS oxides can also be used to
isolate the silicon islands. In this case, the resulting oxide
thickness is approximately twice that of the silicon film.
SOI LOCOS field oxides, therefore, have thicknesses in the
200-to-400-nm range, compared to a typical thickness of
800 nm for bulk-silicon devices. The use of such modest
oxide thicknesses limits the undesirable LOCOS "bird's
beak," the lateral growth of the oxide into the adiacent
device areas. This allows increased packing density.

Shal low Junc t ion

Fig.2. lllustration of metal spikes punching through a shallow
junction in a bulk transistor (top). ln the case of an SOI device
(bottom) where the source and drain regions extend through-
out the entire film thlckness, no junction punchthrough is
possib/e.
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Capacitances

Fig. 3. Drainlo-bulk and drarn4oJield-implant capacitances
in a bulk transrstor (top). ln an SOI device (bottom), the drain-
to-substrate capacitance ts reduced because ofthe insulatinq
oxide underneath the device.

Packing density can be increased further because SOI
provides the ability to merge n and p diffusions. The bottom
half of Fig. 1 represents the cross-section of an SOI CMOS
inverter. Unlike an inverter fabricated in bulk silicon, the
drains of the p-channel and the n-channel transistors can
touch one another. This feature allows SOI CMOS circuits
to reach the density levels of NMOS circuits.

Because the source and drain iunctions cannot extend
deeper than the silicon film thickness, realization of shal-
Iow junctions is automatically achieved when thin (<200
nm) SOI films are used. Similarly, it is impossible for the
contact metal system to spike down through a junction
when the source and drain diffusions extend through the
entire si l icon f i lm thickness (Fig. 2). This simpli f ies metal-
Iization processes and reduces leakage current problems.
Radiation Resistance. Because they require a smaller vol-
ume of silicon. SOI devices are more resistant to radiation
damage than bulk devices. SOS has always been a technol-
ogy of choice for space and military applications. SOI de-
vices, which can be made in thinner films than SOS de-
vices, are therefore good candidates for applications where
radiation hardness is a key issue.
Reduced Parasitic Capacitance. Source and drain junc-
tions of MOS transistors have parasitic capacitance, the
value of which is roughly inversely proportional to the
thickness of the space charge region below the junctions.
Modern VLSI MOS circuits are made in relatively heavily
doped substrates. Higher substrate doping means thinner
space charge regions, and hence increased parasitic capaci-
tances. SOI devices are, by definition, sitting on top of an
insulator, usually SiOr. The parasitic capacitance of a
source or a drain now depends on the thickness of the
insulating oxide. This thickness is typically 0.35 p,m in the
case of SIMOX material, and 1.0 g,m in the case of beam-re-
crystallized silicon. Taking into consideration that the
dielectric constant of silicon dioxide is three times smaller
than that of silicon, substantial reduction of parasitic
capacitances can be obtained in SOI circuits. In addition,
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parasitic capacitances between junctions and field im-
plants are essentially nonexistent in SOI devices (Fig. 3).

Reduced parasitic capacitances, increased packing den-

sity, and easier processing, even at submicrometer dimen-
sions, permit the realization of high-speed circuits in SOI

films. Fig. 4 shows the performance of CMOS ring oscil-
lators realized in SIMOX material. The effective gate length

is 0.25 pm for the n-channel transistors and 0.47 pm for

the p-channel devices. Gate delays down to 40 picoseconds
(at Vep : 5V) have been obtained, which is the lowest
value obtained in silicon-based CMOS circuits as of Feb-

ruary 1987. More recently (October 1987), CMOS frequency
dividers have been made at HP, using a flip-flop type of
logic. These circuits, in which the minimum gate length

is 0.65 pm, operate at clock rates of 2 GHz.

Physics of an SOI MOS Transistor
The major difference between an SOI MOSFET and a bulk-

silicon MOSFET is that the SOI device is made in a silicon

film of finite thickness. The thickness is usually compara-

ble in magnitude to the depth of the space charge region

created by the gate. A few years ago, SOI devices were
fabricated in silicon layers having a thickness of 0.5 pm.

Recent years have seen film thicknesses reduced too.2 pm

or Iess for high-speed applications, and 0.3 pm for radia-

tion-hard devices. A diagram of energy band curvature
helps demonstrate how such thick-film and thin-film SOI
transistors differ from bulk devices. For simplicity, only

the n-channel device is described.
In a bulk transistor that is being turned on, the energy

bands are horizontal deep in the bulk of the silicon material
(the doping profile is assumed to be constant). The bands

are bent in the space-charge region (depletion region) until

a surface potential of 24F is reached and an inversion layer

is created (Fig. 5a). The width of the depletion region has

a maximum value W-u* equal to /aestfp/qN^, where Na

is the channel dopant concentration, q is the electron

Fig. 4. Scatter plot of delay per
gate versus power dissipation per
gate in CMOS SOI ring oscillators.
The straight lines represent differ-
ent delay-power products. The
effective channel lengths are 0.25
and 0.47 p"m for the n-channel and
p-channel devices, respectively.
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Fig.5. Band diagram for n-channel lransistors under inver'
sion. (a) Bulk device. (b) Thick SOI device. (c) Thin SO/ de-
vice. W-u, is the maximum depletion depth. Wt, W6t, and
Wo, are the depletion depths related to the front gate, the
back gate in a partially depleted film, and the back gate in
a fully depleted f ilm, respectively . The following relationships
apply: W^u,>W, and W61>Wot.
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charge, es1 is the silicon dielectric constant, and fp is the
Fermi potential.

In a thick-film SOI MOSFET, a similar band curvature
is observed near the gate-oxide/silicon interface. Since the
device is sitting on a silicon dioxide film on top of a silicon
wafer, a second oxide/silicon interface is present at the
bottom of the silicon film (Fig. 5b). The underlying oxide
film can be viewed as a second gate oxide (back gate oxide)
with the silicon wafer acting as a backside gate. Band cur-
vature at the back interface depends on the bias of the
substrate and on the interface states present at the back
Si/SiO, interface. In general, the back interface can be under
accumulation, depletion, or inversion (in which case leak-
age current flows from source to drain.)

In a thin-film SOI MOS device, the silicon film thickness
is less than twice the maximum depletion width. Thus,
the silicon film can be fully depleted. In this case, no neu-
tral silicon is left between the front and backside depletion
zonesn (Fig. 5c). MOS transistors made in such films have
remarkable properties. For instance, a thin-film SOI MOS-
FET can be switched from a fully depleted state to a par-
tially depleted state by applying a bias to the back gate,
which accumulates holes at the bottom silicon interface.
Threshold Voltage. Under similar channel doping condi-
tions, bulk-silicon and thick-film transistors have the same
threshold voltages. Since the front-gate and back-gate de-
pletion zones do not merge, the front and backside
threshold voltages are decoupled. Hence, both front and
back threshold voltages are given by the classical expres-
sion:5

Vr : @vs + 20F - q(N""/Co*J - (Qb/C"*) (1)

where @1as is the difference in work function between the
gate material (i.e., front gate or back gate) and the silicon
film, N"" is the surface state density at the Si/SiO, interface,
and Co* is the capacitance of either the gate or insulating
oxide layer. Q5 is the depletion charge, equal to qW-."N6,
where Na is the dopant concentration.
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Fig, 6. fhreshold voltage as a function of film thickness in
n-channel SO/ MOSFEIs. The boron doping level is constant
(8x1016/cm3), and the gate oxide thickness is 25 nm.
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Fig.7. Subthreshold slope as a function of film thickness in
n-channel SO/ MOSFEIs. Same parameters as for Fig 6.

Things are quite different in a thin-film device. Where
the silicon film is fully depleted, there is no neutral silicon.
The front-gate depletion zone extends from the gate oxide
interface to the point of minimum potential. At that point,
the electric field changes orientation, since the bottom part
of the depletion zone is related to the backside gate. If the
backside surface potential is increased, the back-gate deple-
tion zone extends to a larger portion of the film at the
expense of the front-gate space-charge region, thereby mod-
ifying the front-gate threshold voltage. Similarly, a change
in front surface potential affects backside threshold voltage.

Threshold voltage modulation by a back-gate potential
is not acceptable in a commercial circuit where substrate
potential is usually kept grounded, but it provides a unique
way of investigating the device physics and deriving the
properties of very thin devices where the film thickness
t51 is smaller than W-u*. Equation 1 can be used to derive
the threshold voltage of thin devices, provided that e6 is
replaced by an appropriate depletion charge value located
between eN.q.tsi and qNat5;/2 and depending on the surface
state density at the back interface and the back-gate voltage.

Fig. 6 shows the threshold voltage of an SOI n-channel
transistor as a function of silicon film thickness. If we start
with a thick film (500 nm) and the film thickness tsi is
gradually decreased, Q5 and V.1 remain constant until the
film becomes fully depleted. At that point the back deple-
tion zone encroaches on the front space-charge territory.
This gives rise to a reduction of the front depletion depth
from W-^* to W1 (Figs. 5b and 5c). As a consequence, e5
and V-. are linearly decreased as film thickness is decreased
(Fig. 6).
Subthreshold Slope. The subthreshold slope (sometimes
called inverse subthreshold slope or subthreshold swing)
of an MOS device is the slope of the drain current Ip versus
gate voltage V6 below the threshold. The steeper the slope,
the smaller the gate voltage swing required to turn the
device on and off. In modern CMOS circuits, high-speed
operation requires the lowest admissible threshold voltage.
Since the off current of the device must be very low to
minimize standby power consumption, the lower bound
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of threshold voltage is set by the subthreshold slope. Typ-

ical subthreshold slopes are 90 mV per decade. This means

that a 90-mV increase in gate voltage is needed to increase

drain current by a factor of 1 0 in the subthreshold region.

The subthreshold slope S is classically given by:6

S:  { (kT /q)  ln  ( r0 ) } [1+(Cd+CiJ /C"* ]  {2 )

where k is Boltzmann's constant, T is temperature, and C6

and C1 are the depletion and interface trap capacitances,

respectively. The interface trap capacitance is equal to qD1,

where D1 is the interface trap density. Equation 2 basically

expresses that the gate charge is distributed in a capacitive

divider. The smaller the depletion capacitance, the steeper

the subthreshold slope. In a thick-film SOI transistor, the

depletion capacitance, and hence the subthreshold slope,

is a function of the doping level Na just as it is for bulk

devices. In a thin-film transistor, on the other hand, the

silicon film thickness can be smaller than W-u*. Once the

film is fully depleted, any further increase in gate voltage

does not bring about an increase of depletion charge (C6
: aQl/dVc : 0), but instead increases the electron concen-

tration in the forming inversion layer. Therefore, the value

of S is predicted to be smaller in thin-film transistors and

should eventually reach the theoretical limit of (kT/q)

ln(10) : 60 mV/decade in the case of a very thin film with

no traps at the Si/SiO, interfaces at room temperature.
Fig. 7 presents experimental values of S for n-channel

MOS devices made in two different SOI film thicknesses

compared with the theoretical dependence of S on film

thickness obtained by numerical simulation. The doping

profile in the channel is constant and equal to 8x1016

boron atoms per cmt. A sharp transition occurs when the
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film thickness is equal to W*u*. This transition thickness

depends on dopant concentration and marks the limit be-

tween thin-film and thick-film behavior.
Effects Related to the Floating Substrate. In bulk MOS

transistors, the channel region below the gate is part of an
"infinitely thick" substrate that is grounded in most appli-

cations. In an SOI transistor, the substrate in which the

device is made has a finite thickness (the thickness of the

silicon film). Furthermore, this substrate is electrically
floating and can have a potential ranging from 0V to a few

hundred millivolts for an n-channel device.
When an MOS device operates in the saturation region,

impact ionization can occur near the drain. This creates

electron-hole pairs in the channel region. The electrons are

attracted by the gate potential and merge into the channel

current flowing from source to drain. Holes flow towards

the region of minimum potential, which is the floating

substrate (neutral zone) in the case of a partially depleted

SOI film (Fig. 5b). When no holes are injected in the floating

substrate, its potential is 0V fthis occurs at low drain cur-
rents and low drain voltages). At higher drain potentials,

hole injection into the floating substrate occurs. As holes

accumulate in the floating substrate its potential becomes
positive and current flows through the forward-biased

source-substrate diode. The substrate potential is set by an

equilibrium condition between the hole current generated

by ionization and the current in the forward-biased source-

substrate diode.
Any increase of the floating potential brings about a de-

crease of the device threshold voltage, which shows up in

the form of a kink in the output characteristics of the tran-

sistor (Fig. B). For a thin, fully depleted film, the point of

minimum potential is located near the middle of the film

Fig. 8. Output characteristtcs of
an n-channel MOSFET made tn a
1O)-nmlhick SOI film. The back-
sidc .,atc hres is sel to -20V to
accumulate the bottom of the sili-
con tilm and create a f loating sub-
strate in the device channel re-

60@ gion. Gate voltage ranges from 0
to 2.5V in 0.25V steps.
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(Fig. 5c). This potential is posit ive, even in the absence of
impact ionization. Since there is no neutral si l icon in the
film, holes cannot accumulate in a floating substrate. Holes
generated by impact ionization migrate to the point where
the potential is lowest, but this potential is high enough
to prevent them from accumulating. Therefore, the holes
flow to the source through the forward-biased source-sub-
strate diode, the potential distribution in the film is hardly
modified by hole injection, and no kink effect is observed.

The dependence of the kink effect on the level of deple-
tion in the silicon film can be easily demonstrated. Fig. 9
presents the output characteristics of an SOI transistor
made in a 1O0-nm-thick silicon film. The channel doping
concentration No is 1.3 x 10" lcm", corresponding to a W-u*
of 91 nm. When a potential of 0V is applied to the back
gate (silicon mechanical substrate), the channel region is
fully depleted (tsi<2w*"*), and no kink can be seen in the
output characteristics. When a potential of - 20V is applied
to the back gate (the back gate oxide is 800 nm thick), holes
accumulate at the bottom of the device and a floating sub-
strate is created. Then, a kink in the output characteristics
can readily be observed (Fig. S). It is also worth noting that
the threshold voltage increases about 0.5V when accumu-
lation is created at the back interface. This is because the
front-gate-related depletion depth is increased from ap-
proximately tr,/2 to W-u* when negative back bias is
applied. It can also be observed that transconductance
(dID/AVc) is larger in the fully depleted device. Indeed, the
vertical electric field E" near the silicon/gate-oxide interface
is smaller. In the case of a fully depleted device, E" is
proportional to the front-gate depletion depth. A smaller
surface electric field means higher channel electron mobil-
ity and hence, Iarger transconductance.
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Threshold Voltage Dependence on Gate Length. Threshold
voltage variation with gate length is observed in all types
of MOS devices and is often called the short-channel effect.
The threshold voltage of a long-channel n-channel MOS-
FET is tradit ional ly given by equation 1. When the gate
length is decreased to submicrometer values, electr ic f ield
l ines near the source and drain terminate on the source
and drain instead of the gate. This reduces the effect ive
depletion charge Qs controlled by the gate and, therefore,
decreases V1. The situation is similar in devices made in
thick, ful ly depleted SOI f i lms. In thin SOI f i lms, the close
proximity of the backside depletion region reduces the in-
fluence of the source and drain field lines on the front
deplet ion zone. As a result,  long-channel behavior is pre-
served at shorter gate lengths than in bulk devices.T Fig.
10 presents the calculated threshold voltage in a bulk de-
vice and a thin-film SOI device as a function of gate length.
The SOI device has a lower threshold voltage since the
si l icon f i lm is ful ly depleted. The short-channel effect is
observed in the bulk transistor for gate lengths shorter than
0.5 pm, while threshold voltage remains stable down to
gate lengths as short as 0.25 pcm in the SOI device. When
a thicker SOI film is used, short-channel effect improve-
ment is less dramatic, but still clearly observable.

Fig. 11 presents the short-channel behavior of bulk and
SOI devices made in the same lot. Although the SOI film
is 200 nm thick and not fully depleted, it can be observed
that the SOI devices are less affected by short-channel ef-
fects than bulk devices. Almost as important as the value
of threshold voltage at a given gate length is its variation
across a device lot. Indeed, gate length can only be con-
trolled within a given accuracy across a wafer. In short-
channel bulk devices, any variations of gate length caused

Fig. 9. Same device as in Fig. B,
but the backside gate voltage is
now sef to 0V. The kink in the out-
put characteristlcs has dlsap-
peared since the device is now
fully depleted. Gate voltage
ranges from 0 to 2.5V in 0.25V
sieps.. 6 @ 6 @ / d i w (v) 6, AAA
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Fig. 10. Calcutated threshold voltage in n-channel transistors
as a function of channel length. The top curve represents a

butk device, while the bottom curve represents an SO I device.
Bofh transhtors have the same constant channel boron dop-
ing profile (Bx1016lcm3). The SOI translstor is made in a

1 )j-nm-thick silicon film.

by process control variations give rise to a large range of

threshold voltages. In SOI devices where threshold voltage
is less sensitive to gate length, similar differences in gate

lengths only give rise to a moderate range of V1 values.
This can be observed in Fig. 11, where Vt varies over 400
mV in the bulk transistors, and only over 250 mV in the

SOI devices (at a gate length of o.zs pm).

Conclusions and Perspectives
Silicon-on-insulator technologies provide the ability to

realize high-speed submicrometer CMOS circuits much
more easily than conventional bulk-silicon technologies
do. Unlike SOS technology, which has been successful
only in some niche markets, it is expected that SOI technol-

0.5 '1.0 1.5

Effeclive Channel Length (,rm)

Fig. 11. Measured threshold voltages in bulk and SOI n-chan-
nel MOSFETs as a function of effective channel length. The
devices were made in the same lot and received the same
threshold implants. The SO/ devlces were made in a 200-nm-
thick SOI film.

ogy will gain more and more interest in all domains of

CMOS circuit applications. The reasons are quite simple.
SOS circuits must be processed in special process lines,

mainly because the sapphire material contaminates diffu-
sion furnaces. SOI wafers, on the other hand, contain only
silicon and SiO, and can be processed in conventional
process lines together with bulk-silicon products. SOS ma-

terial requires sophisticated amorphization and regrowth
processes to render its quality suitable for submicrometer

applications but SOI films of suitable quality can be ob-
tained readily by merely performing implantation and ther-
mal annealing steps.

As bulk-silicon CMOS technologies progress towards the
submicrometer level, process complexity increases dramat-
ically, and costly techniques must be developed to create

dense field isolation and shallow lunctions. In SOI circuits,
these problems can be solved in a more straightforward
manner.

Finally, the high cost of oxygen-implanted wafers is start-
ing to drop because of the advent of commercially available
high-current oxygen implanters that have adequate through-
puts for high-volume production.
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6 = Waveform Recorders/Oscilloscopes -

James L. Sorden
wirh HPfrom 1964to 1987,
Jim Sorden was in R&D
managemenl lor most of his
HP career. He was the pro-
gram manager and au-
thored earlier HP Journal
articles on the HP 5345A
Frequency Counter and the
HP 5180A Waveform Re-
corder, and was section

manager for the HP 5.180T/U and 5183T/U Digitiz-
ing Oscilloscopes. After serving in the U.S. Army,
he attended the Universities of Georgia and Wis-
consin, and Stanford University. His BSEE degree
is from Wisconsin and he did graduate study in
electronic engineering at Wisconsin and Stanford.
Jim is married and has two teenage children. His
hobbies include swimming, skiing, house remodel-
ing, and real estate and stock investing.

lrom Stanford University. His early R&D activities
included the design ol digital signal processing al-
gorithms and analog{o-digital converter systems.
More recently, he designed the HP 51 83A analog-
to-digital system. Born in Sacramento, California,
AI is married and enjoys TaiChi, football, basket
ball, sottball, and skiing.

An HP R&D engineer from
1979 to 1987, Ron Young
worked on the HP 5180A
and 5183A Waveform Re-
corders. His work on the HP
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measurement system and
the design of the input
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1981 from the University of California at Berkeley.
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23 
-Adaptive 

Sample Rate
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processtng.

15 =12-Bit Waveform Recorder

With HP from 1 979 to 1986,
Al Gee joined the digital
signal analyzer R&D sec-
tion at the Santa Clara Divi-
sion after receiving his BE
degree in electrical en-
gineering and computer
science f rom the University
of California at Berkeley. He
also holds a 1982 MSEE

With HP since 1980, Nancy
Nelson is currently a Santa
Clara Division project man-
ager. Her earlier projects
include lirmware for the HP
5182A Waveform Re-
corder/Generator and
analog circuits for lre-
quency counter inslrumen-
tation. Nancy grew up in

New Mexico and received a BS degree in chemis-
try and psychology from the University of New
Mexico in 1 974. She then began work on a BSEE
at the University of New Mexico and completed her
studies at Calilornia State University, San Jose.
Past president of the Santa Clara County Chapter
of the Society of Women Engineers, she is currently
working on plans for the 1 989 national convention
in Santa Clara County. Nancy is married and has
one son. Outside ol work she enjoys camprng.
reading, gardening and Cub Scouts activities.

26 = Waveform Reconstruction

Allen S. Foster
Allen Foster was born in
San Francisco and has
worked for HP for23 years.
His BSEE degree is from
the University of California
at Berkeley (.1963) and his
MSEE is from Stanford Uni-
vers i ty  (1971).  His outs ide
interests include Porsches,
computer hardware de-

sign, UNIX system software, and remodeling of his
mountain home in Saratoga, California.

Richard W. Page
Author's biography appears elsewhere in this

section.

32 = 250-MHz Waveform Recorder:

Patrick D. Deane
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BSEE degree from
Washington University of
St .  Louis in 1976 and his
MSEE degree from Stan-
ford University in 1978.
With HP's Santa Clara Divi-
sion since 1 978, he has de-
signed the input amplifier ol
the HP 5180A Waveform

Recorder, installed CAD systems for. hybrid and
printed circuit layout, contributed to the design of
the preamp and ADC hybrids for the HP 5185A
Waveform Recorder, and served as prolect leader
for HP 5185A printed circuit hardware. He's a
member of the IEEE and a registered professional
engineer, and specializes in analog, high-speed
digital, and hybrid circuit design. Raised in Omaha,
Nebraska, Pat is married, enjoys basketball and
golf, and is learning to play piano.
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Rayman W. Pon Mark A. Unkrich Simcoe Walmsley, Jr.

39 = Design for Dynamic Performance : Brian J. Frohring
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velopment engineer with
HP's Santa Clara Div is ion
since 1983 and is  now
working lor his IVISEE de-
gree at Stanford Un versity
through the HP resident fel-
iowshiD program. He con-
tributed front-panel, l/O,
external tfl gger, memory,

and control circu trv to the HP 5185A Waveform Re-
corder.  He ls  a member of  the IEEE and holds a
1983 BS degree in electrical engineering and com-
puter science from the University of California at
Eerkeley. Ray was born in Hong Kong. His leisure
act iv i t ies inc lude piano,  tennls,  vol leybal l ,  and
ski ing.

Now a development en-
gineer wi th HP's Informa-
tion Technology Group,
until last October Steve
Bird was with the Sanla
Clara Div is ion,  where he
was responsible for the de-
s ign of  the high-speed dig-
ital system of the HP 51 85A
Waveform Recorder, in-

cluding the 250-Mlz SAW oscillator, time base,
t r igger,  and real- t ime contro l .  He jo ined HP in 1979
aJter receiving his BSEE degree from Calilornia
State Polytechnic University at Pomona. A member
of the IEEE, he specializes in high-speed digital de-
s ign.  low-phase-noise osci l la tor  design,  and
printed circuittechnology. He's named an inventor
on a patent on the dropout trigger for the HP 51 85A.
Steve was born in Cut Bank, lvlontana. He's married
and has two children. Raquetball and church and
community activities occupy much ot his time.

Bruce Peetz is a project
manager with HP's Santa
Clara Division. Since join-
ing HP in 1 977, he has con-
tributed to the design of the
HP 5180A Waveform Re-
corder, been responsible
for quantizer design for the
HP 5185A Waveform Re-
corder, and served as proj-

ect  manager lor  the HP 5185T Osci l loscope. He
received his BS degree in electrical engineering
from the Massachusetts lnstitute of Technology in
1973. Before coming to HP, he was with Hughes
Aircraft Company, involved in radar receiver de-
sign. He specializes in data conversion and analog
design, and has authored several articles on
analog{o-digital conversion and testing. Bruce
comes lrom Santa l\ilonica, California, is married,
and has three daughters. He plays piano and guitar
and is interested in European history and cartog-
raohv.

Mark Unkrich is a highjre-
quency analog circuit de-
s igner.  Wi lh HP's Santa
Clara Div is ion s ince 1981 ,
he has designed the input
amplifier lcs and preamp
hybr id tor  the HP 5185A
Waveform Recorder, de-
veloped software for instru-
ment control and testjng,

and authored an IEEE paper on crystal oscillator
startup. A native of Cincinnati, Ohio, he received
his BS degree in electrical engineering from the
Massachusetts Institute o{ Technology in 1979 and
his MS in electrical engineering from the University
of California at Berkeley in 1981 . For relaxation, he
l ikes ski ing,  windsurf ing,  b icycl ing,  dancing,  and
travel ino.

Simcoe Walmsley is a sub-
lrate process engrneer In
the Santa Clara Division hy-
brid department. He was
responsible .for the de-
velopment of the hybrid
substrate processes for the
HP 5185A Waveform Re-
corder. Previously, with the
Optoelectronics Division,

he was a production supervisor for gallium arse-
nide and gal l ium phosphide crystals.  He studied
chemistry at San Francisco City College and
worked in th in- f i lm development for  Singer Re-
search lor four years be{ore joining HP in .l 971 . A
native of Phoenix, Arizona, Simcoe is married, has
two sons, and enjoys bicycling, camping, and
traveling.

53:Waveform Analysis, Display, and l/O I

Douglas C. Nichols
Doug Nichols jo ined HP's
Santa Clara Division in
1 979 as a product markef
ing engineer. Three years
later, he moved to the R&D
lab, and is nowtemporanly
back in marketing, support-
lng the precision digitizing
oscilloscope product line.
In the lab, he served as proj-

ect leader and wrote the analysis firmware Jorthe
HP 510894 Analysis, Display, and lnput/Output
Module. His specjal interest is algorithm develop-
ment and implementation. A native o{ Ann Arbor,
Michigan, Doug attended the University ol Michi-
gan, graduating in 1979 with a BSEE degree. He
is married, has two children, and plays golf , guitar,
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65 - Developing HP PCDS

Elalne C. Regelson
Currently a project man-
ager of the HP PCDS ar
chitecture and library team
at HP's Electronic Design
Division, Elaine Regelson
has contributed to the de-
velopment of a number of
technical-computer-aided
worktools, among them HP
Techwriter and various

parts of HP PCDS. Before joining HP in 1981 , she
was a project manager for advanced speech rec-
ognilion and generation training systems for airtraf-
fic controllers. She holds a BA degree in biology
awarded in 1 972 by the University of California at
San Diego and is the coauthor of an earlier HPJour-
nal article on HP Techwriter. Elaine was born in
Santa Monica. California and now lives in Fort Col-
lins, Colorado with her husband, three step-
children, and five-month-old son. She is interested
in folk and traditional country dancing and enjoys
storytelling, reciting poetry, singing, gardening,
and playing the concertina. She serves on the ad-
visory board of the Colorado State Science Fair and
as a volunteer at a community crisis and informa-
tion center.

J

Brian Frohring joined HP's
Santa Clara Division ln
1978 after receiving his BS
degree in electrical en-
gineering from the Mas-
sachusetts Institute of
Technology. He has done
ADC research and de-
velopment, helped develop
HP 5185A Waveform Re-

cordertest system soltware, and served as project
leader for HP 51 S5Afront end and data decelera-
tion IC development. He's a member of the IEEE
Brian is a native of Cleveland, Ohio. He likes hiking
and camping, plays piano, and studies French "for
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49:Packaging a 250-MHz ADC:

Patrick D. lleane
Author's biography appears elsewhere in this

section.

Far id Dibachi  holds a 198i
BS degree in mechanical
engineering from the Uni-
versity of Tennessee, a
1982 MSME from Stanford
University, and a 1986
Master of Engineering de-

lowship program. He joined HP in 1982 as an lC
process engineer. With the Santa Clara Division
R&D lab since 1 984, he has done hybrid develop-
menl and microwave sampler design and was re-
sponsible for the mechanical and thermal design
of the hybrids in the HP 51 85A Waveform Recorder.
He's a native of Tehran, lran.

Steven C. Bird

Bruce E. Peetz

Farid Dibachi
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68 IAutomat ing Circui l  Board Design -

Gary.Jackoway

also wrote an ear l ier  ar t ic le on HP PCDS for  HP's
Designcenter magazine. He is married, has two
daughters,  and l ives in Fort  Col l ins,  Colorado.  In h is
spare time, he en joys playing with his kids, restor-
ing his 1890's home, and strumming on a gul tar .

77 
-  

Mu l t idev ice  Spoo ler

Deborah A. Lienhart

Born n Berkeley, Califor-
n ia,  Debbie Lienhart
studied geography wi th an
emphasis on cartography
at Humboldt State Univer-
sity (BA 1977) and com,
puter science at Colorado
State University (N/S 1 985).
She worked as a technical
illustratortor five years be-

fore joining HP in 1 983. At HP Debbie has worked
on BASIC applications soltware and contributed to
the development of the Design System N,4anager
and spoolerfor HP PCDS. She is a member of the
ACM special interest groups on design automation
and computer and human interfaces. Debbie also
serves as an HP Visiting Scientist at a local elemen-
tary school. lvlarried to another HP employee, she
lives in Fort Collins, Colorado, and enjoys weaving,
qui l t ing,  ra is ng l lamas, and playing the f  lute at  her
cnurcn.

80 = Integrat ing Appl icat ions

Mark E. itayotte
Born in Sacramento,
California, Mark Mayotte
went to Boulder, Colorado
to study applied mathema-
tics with computer science
at the University of Col-
orado (BS 1980).  He re-
turned to CaliJornia afler
graduation to join HP and
worked on RAPID/3000. a

transaction processing system. lvlore recently,
lvlark was the principal developer o1 the Design
System N/anager for HP PCDS. He is author of an
article on data management systems and a
member of  the IEEE. Now l iv ing in Fort  Col l lns,  Col-
orado, Mark is married, has two sons, and enjoys
playing vol leybal l ,  sk i ing,  woodworking,  and im-
proving hrs gol f  game.

84 
- 

Software QA

David E. Martin
Dave Martin received a BS
degree in secondary edu-
cation from New Mexico
state university in 1976
and taught high-school
chemistry {or two years be-
fore returning to earn an MS
degree in computer sc i -
ence awarded in 1 980. He
then jo ined HP's Disc Mem-

ory Div is ion and administered alpha-si te test ing of
the predecessor to HP PCDS. He developed data
base utilities forthat project and then became QA
manager for HP PCDS and contributed to the user
interface Jor the Design System Manager arTd the
installation of HP PCDS. Born in Mesa, Arizona, he
now lives in Fort Collins, Colorado with his wife and
two children. Outside of work Dave enjoys vol-
leybal l ,  gol t ,  sk i ing,  and teaching Bible c lass at  h is
church.

87 = SOI

Jean-Pierre Colinge
Jean-Pierre Col inge is  the
author or  coauthor of  more
than 45 papers concerned
with SOI and 3D integrated
circui t  technologies.  ln-
terested ln lC manufactur-
ing techniques,  part icular ly
in SOl,  h is work has re-
sulted in three French pa-

-  Gre3t  \ -  tentsandtwopendingU.S.
patents.  Jean-Pierre holds an EE degree (1980),
a bachelors degree in phi iosophy (1980),  and a
PhD in appl ied sciences (1 984),  a l l  awarded by the
Univers i t6 Cathol ique de Louvain.  He jo ined the
technical staff of HP Laboratories in 1 985 and has
worked on brpolar-CMOS processing and SOI and
3D mater ia ls and devices.  He is a member of  the
IEEE Technical  Program Commit tee on SOS and
SOI technology and the Scientiiic Committee of the
furopean SOI Workshop. Born i r  Brussers.  Bel-
g ium, Jean-Pierre now l ives in Palo Al to,  Cal i fornia
with his wlfe and son.

M Interested In algoflthms
ffil and artificial intellrqence,

ffi Gary Jackoway is a prolect

ffi manager for design auto-

ffi mation tools for HP PCDS.

ffi Among other products, he
{s has worked on HPSpice for

the HP 1000 computers
and the Autorouter Module
for  HP PCDS. Wi lh HP since

1979, he holds a BS degree in mathemat ical  sc i -
ences (1979) f rom Stanford University and an MA
degree in computer science (1 984) f rom Duke Uni-
versity. Gary is also coauthor of an article on a new
autorout ing technique.  Born in St .  Louis,  Missour i ,
he now lives in Fort Collins, Colorado with his wife.
He enjoys bridge and is currently Unit President for
the American Contract Bridge League in northern
Coiorado.

71 -Design 
System Managet -

Mark E. Mayotte
Author's biography appears elsewhere in this

sect ion.

Be{ore jo in ing HP in 1985,
Paul Reese was an assis-
tant editor for the Journal of
Technical Writrng and
Commu n i cati o n. I nterested
in print and video-based
promotional materials, he
was responsible for the
user documentation and
tra in ing mater ia ls lor  the HP

PCDS Design System lvlanager. Paul is currently
responsible for sales literature related to HP's elec-
tronic design automation products. A native of Bur-
lington, Vermont, he studied English at the Univer-
sity of Vermont (BA 1984) and technical writing at
Rensselaer Polytechnic Inst i tute (MS 1985).  He
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